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METHODOLOGY

Monte Carlo Dropout

ANALIZE DNN PREDICTION 
UNCERTAINTIES03

DATA PRE-PROCESSING
Clean data and apply cuts01

CLASSIFY EVENTS
Deep Neural Network: Signal vs 
Background02



VLQ SIGNAL

Fig. 2: VLQ general Feynman diagram

● Background data is dileptonic
● Focus on T to tZ decays to capture 

the dileptonic part of VLQ signal



DATA STRUCTURE

● Tabular
● Generated
● Experimental and 

generated features

Fig. 1: Pandas dataframe of the data



1. Apply cuts: >= 2L and >= 1 
Fat Jet

2. Calculate gen weights
3. Concatenate all samples

PRE-PROCESSING

Fig. 4: VLQ and BKGD total transverse energy distributions

Fig. 3: VLQ Feynman Diagram for cuts

Eq. 1: Gen weights computation Fig. 5: Class size before and after cuts



DATA DISTRIBUTIONS

Fig. 6: Pre-processed data feature distributions

Fig. 7: More data feature distributions

● Weighted distributions -> Physical 
distributions

● Capture the physical differences 
between signal and background in 
the data

● These differences will allow the 
model to separate the two



THE MODEL

● 69 input neurons
● Batch Normalization after input layer
● Hidden layers w/ relu activation
● Dropout layer on top of hidden layers
● 1 output neuron w/ sigmoid activation

Fig. 6: Model summary



● Unbalanced classes -> class weights
● Weighted data -> gen weights
● Train, Validation and Test equal split

TRAINING

Eq. 5: Weighted Binary Cross-Entropy Loss

Eq. 2: Binary Cross-Entropy Loss Eq. 3: Class weights computation

Eq. 4: Normalized gen weights



HYPERPARAMETER TUNING

● Optimize model by tuning variable parameters
● Next parameters chosen by Bayesian 

Inference

Fig. 7: Hyperparameter search method comparison



MONTE CARLO DROPOUT

● Dropout randomly zeros weights 
during forward pass

● Use dropout during predictions
● Make many predictions using the 

same model
● Take the mean as your final 

prediction
● Analyze predictions’ standard 

deviation as a proxy for model 
prediction uncertainty

Fig. 8: Dropout Representation



RESULTS

Fig. 11: MCDropout predictions w/ thr=0.5

Fig. 9: MC Dropout Confusion Matrix

Table 1: Model ROC AUCs

Fig. 10: Background/Signal ratio reduction after predictions 



RESULTS
● VLQ is dominant in high prediction uncertainties
● All VLQ samples have similar uncertainty distributions
● Only some BKGD samples have high uncertainty
● High uncertainty -> Mixing similar VLQ and BKGD

Fig. 13: Std deviation distributions per data sample
Fig. 12: Std deviation distributions per class



CONCLUSIONS

High prediction uncertainties arise from similarities in 
class distributions03

MC Dropout didn’t significantly improve the model

01 DNNs showed good results in reducing background to 
signal ratio

02


