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MACHINE LEARNING IN HEP

Many analyses and experiment software

now aim to benefit from using machine
learning approaches; often necessary to
achieve competitive performance

ML is now an integral part of HEP, and
well recognised as such:

Establishment of dedicated forums &
groups (IML, ATLAS & CMS ML groups)

Identified in 2020 update of the European

Empeang,..,‘eg) 2020 Strategy Statements

4. Other essential scientific activities for particle physics

Compufmg and software infrastructure
There is a need for strong community-wide coordination for computing and software R&D activities, and for the
development of common coordinating structures that will promote coherence in these activities, long-term planning
and effective means of exploiting synergies with other disciplines and industry

+ Asignificant role for artificial intelligence is emerging in detector design, detector operation, online data processing
and data analysis

+ Computing and software are profound R&D topics in their own right and are essential to sustain and enhance particle
physics research capabilities

* More experts need to be trained to address the essential needs, especially with the increased data volume and
complexity in the upcoming HL-LHC era, and will also help in experiments in adjacent fields.

Strategy for Particle Physics as essential
R&D

d) Large-scale data-intensive software and computing infrastructures are an essential ingredient to particle physics research
programmes. The community faces major challenges in this area, notably with a view to the HL-LHC. As a result, the
software and computing models used in particle physics research must evolve to meet the future needs of the field.

The community must vigorously pursue common, coordinated R&D efforts in collaboration with other fields of science and
industry to develop software and computing infrastructures that exploit recent advances in information technology and data
science. Further development of internal policies on open data and data preservation should be encouraged, and

an adequate level of resources invested in their implementation.

19/06/2020 CERN Council Open Sessio 24



https://iml.web.cern.ch/
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr
https://indico.cern.ch/event/924500/#sc-23-1-presentation-of-the-dr

GENERAL ML REQUIREMENTS IN CMS

® During data collection (Level | and high-level triggers):

®  Train algorithm once, use for several years = train time not a concern

®  Probably GPUs available

Application time, extremely quick (40 MHz & 30 kHz) = quantification, pruning,
lookup-tables

® LI Hardware-based: FPGA, ASIC
*  HLT Software based: CPU cluster



GENERAL ML REQUIREMENTS IN CMS

® During data processing (reconstruction):
g P g

®  Train algorithm once, use for a year = train time not a concern

®  Probably GPUs available

®  Application time, moderately quick, but high volume = CPU cluster

® During data analysis:

® Train algorithm multiple times at short notice = train time < | day

® Cannot assume GPU access, must work well on CPU

® Application time, can be slow = must process entire dataset in under a few hours

® Cannot assume GPU access, must work well on CPU



® 2014 Higgs ML Kagsle competition

simulated a typical data-analysis level
application of ML in HEP

® Top performance requires:

* |3husinga 1000 euro GPU

*  110m accounting for
hardware improvement

®*  Or 36h on an 8-core CPU instance

®  Most analysis-level researchers just have a
laptop...

HIGGS ML SOLUTIONS

1%t place 2™ place 34 place
Method 70 DNNs Many BDTs 108 DNNs
Train-time (GPU) 12h N/A N/A
Train-time (CPU) 35h 48h 3h
Test-time (GPU) 1h N/A N/A
Test-time (CPU) 777 77 20 min
Score 3.80581  3.78913 3.78682



https://www.kaggle.com/c/higgs-boson

PROBLEMS FACING ANALYSIS-LEVEL
RESEARCHERS

|. How can competitive performance be achieved in a short time?

2. And can this be done without dedicated hardware?



MODERN DEEP-LEARNING TECHNIQUES

¢ Top HiggsML solution used relatively
simple DNNs; main benefit = 70 DNNs

® In Strong, 2020 | studied the impact of

new DNNs techniques on performance Our solution 1% place 2 place 3% place
and timing Method 10 DNNs 70 DNNs Many BDTs 108 DNNs
®  Solution matched top performance, but Train-time (GPU) -~ 8 min 12h N/A N/A
. . . Train-time (CPU) 14min 35h 48h 3h
trained in 14 minutes on a laptop CPU Test-time (GPU) 155 1h N/A N/A
[ 86% effective speedup over Ist_PIace GPU Test-time (CPU) 3 min 777 777 20 min
Score 3.806 & 0.005 | 3.80581  3.78913 3.78682

®  Hardware for mine:
° GPU: Nvidia 1080 Ti
®  CPU: Intel i7-8559U (MacBook Pro 2018)

®  More hardware timings in paper


https://iopscience.iop.org/article/10.1088/2632-2153/ab983a

IMPROVEMENT CONTRIBUTIONS

Dense connections
4.2%

Swish + 1cycle
3.0%

Data Aumentation
31.9%
Ensembling
60.9%
] ] Relative contributions to
Entity Embedding

improvement over a single,
basic DNN model

0.1%




LEARNING RATE FINDER

®  “[The Learning Rate] is often the single
most important hyperparameter and one ~ °%*
should always make sure that it has been
tuned’ - Bengio, 2012 0.00004

. . . . . 2
Previously this required running several 3
0.00003

different trainings using a range of LRs

® The LR range test (Smith 2015 & 2018)
can quickly find the optimum LR using a

single epoch of training (e.g. a few L 2 . 1 i i | :
SecondS) 10 10 10 10 Lea".:i?,]g - 10 10 10 10

0.00002


https://arxiv.org/abs/1206.5533
https://arxiv.org/abs/1506.01186
https://arxiv.org/abs/1803.09820

DATA AUGMENTATION

Data augmentation = class-preserving
input transformations
®  For CMS/ATLAS = rotating and flipping
events
Artificially increase the amount of training

data (train-time augmentation), e.g
Krizhevsky et al. 2012

Can be applied at test time by predicting

the class of a range of augmented data and
then taking an average

Increased performance considerably

Also increased train and test time
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https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf

| CYCLE SCHEDULE

®  Smith 2018 introduces the Icycle schedule

0.0005

¢ This involves running through a single £ 50004
. . . o
cycle of increasing and then decreasing the = o %
. . . . ‘c 0.0002
IR, with a similar, inverted schedule %00001
applied to momentum/betaI = i
. 0 5000 10000 15000 20000
*  Provides very fast convergence due to
high-LR balanced by momentum g
*  Original paper used linear interpolation g "
g 094
®  FastAl found a cosine interpolation was £ 4oz
better 655
0 5000 10000 . 15000 20000
® Reduces training time by over 50% with Hlegations

no change in performance


https://arxiv.org/abs/1803.09820
https://www.fast.ai/

LUMIN

¥ Branch: master ~ Go to file Add file ~ About @
® LUMIN is a PyTorch wrapper library that LA~ e s

‘ GilesStrong committed ebbcb53 2 days ago - 0 459 commits  § 3 branches © 11tags science ecosystem for high-energy

provides implementations for these [

running tests 2 days ago
B docs unning vS:ag physics  science  statistics  hep

methods S

physics.

vscode more vector ops 8 months ago
deep-learning  machine-learning

M lumin Bugfixes, speedups, and compression 6 days ago 0 Readme
¢ Also includes other useful methods & D atanore R
. . [ .readthedocs.yml style test 10 months ago
classes for working with HEP data and B msem R
H O cITATION.md Adding citation 10 months ago . @ N
columnar data in general, and more © ¥051-he et st Flow
[ LICENSE Updating licence 4 months ago s Febp
[ ] E.g' recent update adds RN NS, CNNS, O MANIFEST.in Include missing files for sdist last month ——
[ README.md LBN example 29 days ago
and a feW graph-nets [ abbr.md Docs for mat heads 6 months ago Packages
[ build.md Move to new version 5 months ago No: paskages publishsd
.
L4 LI n ks: DO requirements.txt running tests 2 days ago e LT
O setup.cfg Install stuff 17 months ago
L4 D OCS O setup.py Moving to beta 15 months ago Contriutors @

‘ GilesStrong GilesStrong

° G ith u b README.md 7 e thatch thatch

COlab eX&leeS . eoe Languages
LUMIN: Lumin Unifies Many Improvements for Networks

Issues - contributions welcome! e Ryihon 10007



https://lumin.readthedocs.io/en/stable/
https://github.com/GilesStrong/lumin
https://github.com/GilesStrong/lumin#examples
https://github.com/GilesStrong/lumin/issues?q=is%3Aissue+is%3Aopen+sort%3Acreated-asc

SUMMARY

ML is an integral part of HEP, and necessary to achieve competitive
performance

Hardware and training-time requirements can be lowered significantly by
using modern techniques

® See Strong, 2020 for complete study

An open-source software package (LUMIN) is available to allow
researchers to easily apply these methods

®  You can help to develop it further
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https://iopscience.iop.org/article/10.1088/2632-2153/ab983a
https://lumin.readthedocs.io/en/stable/

