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• The LHC has performed extremely well during Run 1 and Run 2

• Information on the internal structure of the proton from the parton distribution 
functions (PDFs)

• The LHC has unprecedented coverage of the kinematic plane, extending by 
several orders of magnitude

• The LHC experimental collaborations each have a large, and developing 
portfolio of precision measurements with the potential to constrain the PDFs  
in the proton 

• Concentrate only on constraints from some of the newer results from 
ATLAS, CMS and LHCb

Preface

• For LHC collisions with two momentum fractions, x1 and x2

• The LHC provides unprecedented access to a previously unexplored region of                       
phase space essential for the discovery and understanding of any new physics
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PDFs Hard 
subprocess
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Cast your minds back …
• … to the dark days at the turn of the century …

• … the  best fits, naturally without LHC or HERA II data, but with HERA I 
and Tevatron data …
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Figure 10: The gluon and valence PDFs from fitting HERA data, ATLAS W,Z data plus the top dilepton y
tt

data and
the top lepton+jets m

tt

and pT
t

data compared to the fit to HERA and ATLAS W,Z data alone, including uncertainties
from model and parametrisation choices.

Conclusions287

n this note the full statistical correlations between the ATLAS top-antitop di�erential distributions:288

y
tt

, y
t

,m
t

and pT
t

, in the lepton +jets channel at 8 TeV are presented.289

An NNLO pQCD analysis is performed of the di�erential ATLAS W±, Z cross sections at 7TeV, the top290

distributions m
tt

, pT
t

in the lepton+jets channel and y
tt

in the dilepton channel at 8 TeV, together with291

HERA e±p data, to produce a new PDF set ATLASepWZtop18. The fits use the information on statistical292

correlations between the top spectra in the lepton+jets channel and the full information on correlated293

systematics for all data sets which enter the fit. The choice of the m
tt

, pT
t

spectra in the lepton+jets channel294

is motivated by the good fits obtained for these data when they are fitted separately. This good fit is295

maintained when these spectra are fitted together, provided the parton shower systematic is decorrelated,296

this de-correlation has no significant impact on the gluon shape obtained. A good fit cannot be obtained to297

the rapidity spectra in the lepton+jets channel even when the gluon parametrisation is extended. However298

a good fit is obtained to the y
tt

spectrum in the dilepton channel.299

Including the ATLAS top data on m
tt

, pT
t

in the lepton+jets channel and y
tt

in the dilepton channel300

results in a gluon PDF which is marginally harder than that including only HERA and ATLAS W, Z data301

(ATLASepWZ16), with a reduced high-x gluon uncertainty.302

31st March 2018 – 15:09 16

Now (ish) 
ATL-PHYS-PUB-2018-17

Then …
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Figure 1: Distributions of (a) dielectron and (b) dimuon reconstructed invariant mass (m``) after selection, for data
and the SM background estimates as well as their ratio before and after marginalisation. Selected Z0� signals with a
pole mass of 3, 4 and 5 TeV are overlaid. The bin width of the distributions is constant in log(m``) and the shaded
band in the lower panels illustrates the total systematic uncertainty, as explained in Section 7. The data points are
shown together with their statistical uncertainty. Exact bin edges and contents are provided in Table 8 and Table 9
in the appendix.

the dilepton final state (�B) to its theoretically predicted value. Upper limits on �B for specific Z0 boson
models and generic Z0 bosons, �0 of the Minimal Z0 boson, and lower limit on the CI scale ⇤ are set in a
Bayesian approach. The calculations are performed with the Bayesian Analysis Toolkit (BAT) [54], which
uses a Markov Chain MC (MCMC) technique to compute the marginal posterior probability density of the
parameter of interest (so-called “marginalisation”). Limit values obtained using the experimental data are
quoted as observed limits, while median values of the limits obtained from a large number of simulated
experiments, where only SM background is present, are quoted as the expected limits. The upper limits
on �B are interpreted as lower limits on the Z0 pole mass using the relationship between the pole mass
and the theoretical Z0 cross-section. In the context of the Minimal Z0 model or CI scenarios, limits are
set on the parameter of interest. In the case of the Minimal Z0 model the parameter of interest is �04. For
a CI the parameter of interest is set either to 1/⇤2 or to 1/⇤4 as this corresponds to the scaling of the
CI–SM interference contribution or the pure CI contribution respectively. In both the Minimal Z0 and the
CI cases, the nominal Poisson expectation in each m`` bin is expressed as a function of the parameter of
interest. As in the context of the Z0 limit setting, the Poisson mean is modified by shifts due to systematic
uncertainties, but in both the Minimal Z0 and the CI cases, these shifts are non-linear functions of the
parameter of interest. A prior uniform in the parameter of interest is used for all limits.

Two complementary approaches are used in the search for a new-physics signal. The first approach,
which does not rely on a specific signal model and therefore is sensitive to a wide range of new physics,
uses the BumpHunter (BH) [55] utility. In this approach, all consecutive intervals in the m`` histogram
ranging from two bins to half of the bins in the histogram are searched for an excess. In each such interval
a Poisson probability (p-value) is computed for an event count greater or equal to the number observed

14

The proton PDF ? Should I give a monkey’s ?
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Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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     ATLAS Mw, arxiv: 1701.07240

• Essential for the Standard Model and physics Beyond the Standard Model at the LHC  

• Dominant theory uncertainty for Higgs and top production, limits precision on fundamental 
parameters (MW, αs, …)

• Limits searches for new massive particles

• Other questions of factorisation,                                                                                                                   
heavy quark dynamics etc …

https://link.springer.com/article/10.1007/JHEP10(2017)182
https://link.springer.com/article/10.1140/epjc/s10052-018-6148-7
https://arxiv.org/abs/1701.07240


• DIS data constrains quarks at low-x
• Born level scattering off of quarks, one momentum parton fraction x

• Sensitive to the gluon distribution through              corrections

• Electroweak boson production 

d�DIS ⇠ (1 + (1� yBj)
2)F2(x,Q

2)� y

2
BjFL(x,Q
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• For LHC collisions with two momentum fractions, x1 and x2

• Inclusive jets, dijet, and trijet production, ttbar, inclusive photon …                                                                           
all directly sensitive to the gluon distribution, the strong coupling, and the valence quarks at 
high ET  
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• Inclusive W, Z and asymmetries:  quark                                                           
flavour separation 

• Off peak Drell-Yan: u, d at high or low-x
• W+charm: sensitivity to the s-quark
• W, Z + jets (jet need not be unobserved)

Different final states inform different subprocesses



• Inclusive jet production, doubly differential in                                                                                                                                    
pT and rapidity

• Very precise, NNLO theory NNLOJET agrees                                                                                                                                             
well within the uncertainties over 9 orders of                                                                                                                              
magnitude in the cross section, but …
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• Large variability of the of the different predictions from different PDFs, the PDF uncertainty itself within the sets is extensive  

• Large potential for constraining the gluon PDF, particularly at large-x 

Double differential jet 
production from CMS

SMP-21-006-pas

https://cds.cern.ch/record/2776772


CMS PDF Profile

• Fit the data by profiling the PDF - fitting the data by allowing 
variations of the eigenvalues for the eigenvector PDFS from 
an existing PDF fit

• For instance, CT14nlo and CT14nnlo 

• Use CMS inclusive jet data at 13 TeV and differential top 
data EPJC 80 (2020) 656  arXiv:1904.05237

• Small uncertainties

• Uncertainties larger for the d valance

• Gluon uncertainty large at larger x
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Figure 15: The u-valence (top left), d-valence (top right), gluon (bottom left), and sea quark
(bottom right) distributions shown as a function of x for the starting evolution scale, result-
ing from the fit using HERA DIS together with the CMS inclusive jet cross sections and the
normalized triple-differential cross section of tt production at

p
s = 13 TeV. Contributions of

fit, model and parametrisation uncertainties for each PDF are shown. In the lower panels, the
relative uncertainty contributions are presented.
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Figure 10: Relative uncertainties in the u-valence (upper left), d-valence (upper right), gluon
(lower left), and the singlet (lower right) distributions, shown as a function of x for the scale
µ f = mt . The profiling is performed using CT14nnlo PDF at NNLO, by using the inclusive
jet cross section at

p
s = 13 TeV, implying the theory prediction for these data at NNLO. The

original uncertainty is shown in red, while the profiled result is shown in blue.

means that the data are well described by the SM. As expected, the c1 results are independent
on the inclusion of top data since the SMEFT computation is applied to the inclusive jet cross-
section only. However once the relevant calculation for these data becomes available, a more
global SMEFT interpretation would become possible.

6.6 Impact of the CMS data in the QCD analysis at NLO based on HERA DIS
data

The goal of this part of the analysis is to investigate the impact of the CMS inclusive jet and tt
data in a full QCD fit at NLO, using the HERA DIS measurements as a basis for the PDF deter-
mination. In the following, the fit using HERA DIS, CMS inclusive jet cross sections, and CMS
tt cross sections at 13 TeV (HERA DIS only data) is referred to as HERA+CMS (HERA-only)
fit. The comparison of the PDFs resulting from HERA+CMS and HERA-only fits is only sensi-
ble once the same parametrisation is used in both cases. However, the HERA DIS data alone

CMS PDF Profile uncertainties

• Uncertainties for the u and d valance, largely unchanged

• Gluon uncertainty is around a factor of two smaller

• Marginally smaller for x ~0.1 when including the top data

• The singlet uncertainty smaller for x less than ~ 0.03
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give the central PDFs f 00 optimised to the profiled dataset in the form

f 00 = f0 + Â
b

bth(min)
b

 
f+b � f�b

2
� bth(min)

b

f+b + f�b � 2 f0

2

!
(11)

with f0 the original central PDF and f+, f� are the up and down variation eigenvectors [71, 72].

As specified in the following, the PDF profiling is performed at NLO or at NNLO, using the
CT14 NLO and NNLO PDF sets [46]. These PDF sets do not include the investigated CMS tt
measurements. Note, that the tt theory prediction is available only at NLO. In the PDF profil-
ing, the strong coupling is fixed to the central value of the CT14 PDF, aS(mZ) = 0.118. Once the
tt cross sections are used, the value of the top quark mass is assumed to be mt=170.5 GeV [22].

The results of the PDF profiling using the presented inclusive jet cross sections are shown in
Fig. 9 (10) at NLO (NNLO). According to the sensitivity of the data, the uncertainties in the
PDFs are significantly improved by using the CMS jet measurement in the full x range for the
gluon and at medium x for the singlet distributions, while the valence distributions remain
unchanged.

In addition to profiling the PDFs, the impact of the inclusive jet measurements on the extraction
of the strong coupling is investigated. For this purpose, the series of the CT14 PDFs at NLO
and NNLO was used, where the value of aS(MZ) is varied from 0.1110 to 0.1220. The individ-
ual profiling is performed for each of the PDF members in the aS series and the resulting c2

is shown in Fig. 11 for both, NLO and NNLO versions of the analysis. The optimal value of
aS(mZ) and its uncertainty is obtained by a parabolic fit. In addition, the impact of the scale
uncertainty on the result of the aS(mZ) is investigated by varying µr and µ f in the theory pre-
dictions for the jet cross sections, as described in subsection 6.4. The c2 scan is performed for
each scale choice individually, as also presented in Fig. 11. The obtained values of the strong
coupling are

aS(mZ) = 0.1170 ± 0.0018(fit)± 0.0035(scale) at NLO and (12)

aS(mZ) = 0.1128 ± 0.0016(fit)± 0.0007(scale) at NNLO. (13)

As expected in pQCD, the obtained value of the aS(mZ) is smaller at NNLO than at NLO. The
NLO result is in very good agreement with the world average [76]. The NNLO result is in a very
good agreement with the NNLO result of the H1 experiment using inclusive jet production in
DIS [77], and with the CMS results using the inclusive tt production [78]. By using the NNLO
theory prediction, the scale uncertainty in aS(mZ) is significantly reduced.

The profiling analysis is repeated by using the CMS tt̄ cross sections of Ref. [22] in addition
to the inclusive jet cross sections. Consistent with the available theory prediction for the tt
measurements, this analysis is performed at NLO. The results are shown in Fig. 12, where the
uncertainty in the profiled gluon distribution is presented in comparison to that of the original
CT14 PDF. The reduction of the uncertainty in the gluon distribution at high x is somewhat
stronger than observed in the case when only CMS inclusive jet cross sections are used. This
is expected from the sensitivity of the tt̄ production to the gluon distribution at high x. The
results on the other PDFs are identical to those obtained with CMS inclusive jet measurements.
In the same figure, the aS(mZ) scan is shown, using both CMS data sets. The resulting NLO
value of the strong coupling is aS(mZ) = 0.1150 ± 0.0009(fit)± 0.0015(scale), consistent with
the result of Ref. [22] and with the NLO results obtained with the CMS inclusive jets, however

SMP-21-006-pas

https://cds.cern.ch/record/2776772


CMS Standard Model QCD analysis at NLO

• Perform a simultaneous fit of the PDF, the strong coupling and the the top 
mass at NLO Comparison 

• Resulting PDF in fits including the CMS data demonstrate clear reduction 
in the gluon uncertainty

• Expected similar - or better - improvement with a full fit at NNLO, as 
demonstrated by the profiling

• Fitted strong coupling and top mass consistent with world averages 
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SM QCD analysis at NLO

| Precison QCD measurements from CMS | T. Mäkelä | 27.9.2021

● Comparison of the resulting PDF 

parameterisation in fits to HERA+CMS and 

HERA data only indicates the improvement in 

gluon PDF precision arising from CMS data

● Fitted strong coupling and top mass values are 

in agreement with world averages and 

previous results

● Results are obtained using the xFitter QCD 

analysis framework:  https://www.xfitter.org/xFitter

SMP-20-011

SMP-21-006-pas

https://cds.cern.ch/record/2776772


CMS Standard Model + Effective 
Field Theory Fit 

• QCD analyses performed using Standard Model (SM) 
predictions at NLO, and additionally with Standard Model + 
Contact Interaction (SMEFT) theory predictions 

• The PDFs from SM and SMEFT fits agree within the 
respective uncertainties 

• All CI models result in very similar PDFs, strong coupling 
and top mass values 

• No statistically significant deviation from the SM observed 
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SMEFT QCD analysis at NLO

| Precison QCD measurements from CMS | T. Mäkelä | 27.9.2021

● The fits are performed using SM, or 

alternatively, SM+CI theory predictions

● The PDFs from SM and SMEFT fits agree, 

differences within fit uncertainties

● All CI models result in very similar PDFs, 

strong coupling and top mass values

No risk of absorbing BSM effects in the 

SM PDF fit is observed

No statistically significant deviation from 

the SM observed

SMP-20-011

SMP-21-006-pas
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motivation for V+Jets

5

jet requirement increases sensitivity 
at higher x and Q2 cf. inclusive  ⇝

gluon contributes already at lowest 
order 

inclusive

≥ 1 jet

⇝

JHEP 05 (2018) 077

The impact of ATLAS V+jet measurements on PDF fits[1]
Eimear Conroy – ATLAS collaboration

eimear.conroy@physics.ox.ac.uk

1. The motivations 2. The datasets

3. The technicalities

NNLO QCD analysis  performed with  xFitter[6] framework + MINUIT[7]

Jets à V boson data: 
Higher x, Q2 reach

W+ jets 8 TeV[4] Z+ jets 8 TeV[5]

pTW spectrum dpTjet/d|yjet| spectra

better data 
description @ 
high pT

normalization 
change only

Adding V+jet data 
to PDF fit …

HERA W 
7TeV

Z  
7TeV

W+jets
8TeV

Z+jets
8TeV

ATLASep
WZVjet20

kfactors: NLO QCD predictions à NNLO…

… & LO EW predictions à NLO
DIS predictions: NNLO 
in QCD

W

g

q
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W

g

q

Gluon @ tree-levelQuark flavour: Fit strange sea directly

(#̅ − %&) @ high x

E866[3] à > 0

ATLASepWZ16[2] à
Compatible with 0

Rs tension: ATLAS vs fixed target data

4. The results

V+jet data in fit à at high x…

#̅ increases (̅ decreases HERA constrains sum

uncertainties constrained

identical fit without 
Vjets data

(#̅ − %&) at high x…

ATLAS preference for large "̅ (Cd small) … …à ("̅ − %&) > 0 
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•  Sensitive to the flavour separation

• Inclusive data access the valance quarks

• W+charm: directly sensitivity to the s-quark

• W or Z + jets (V+jets) where the jet need not be unobserved,                                  
sensitive to both the quarks and gluon at lowest order

• Increased centre of mass energy from the balancing                                                                 
jet samples the PDF at larger x 
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• Strange quark density poorly known

• Often assumed sbar ~ 0.5 dbar  from s⟶Wc in NuTeV, CCFR data

• Large c fragmentation and nuclear corrections uncertainties 

• Early ATLAS epWZ12 fit to 2010 inclusive Z and W± data found an 
unsuppressed strangeness contribution

• Subsequent data and fits to ATLAS and CMS data still suggest 
unsuppressed strange at low-x

2016 analysis
after profiling

2016 analysis
before profiling
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Figure 9: The strangeness suppression factor as a function of x at the factorization scale of 1.9
GeV2 (left) and m2

W (right). The results of the current analysis (hatched band) are compared to
ABMP16nlo (dark shaded band) and ATLASepWZ16nnlo (light shaded band) PDFs.

global PDF fitting group is using their own assumptions on the values of heavy quark masses
and cutoffs on the DIS data, these model variations are not quantified further.

To be able to compare the results of the present PDF fit with the earlier determination of the
strange quark content in the proton at CMS [11], the ”free-s” parametrization of Ref. [11] is
used. In this parametrization, a flexible form [63, 64] for the gluon distribution is adopted,
allowing the gluon to be negative. The condition Bu = Bd = Bs is applied in the central
parametrization, while Bd 6= Bs was used to estimate the parametrization uncertainty. A com-
plete release of the condition Bu = Bd = Bs was not possible, due to limited data input, as com-
pared to the current analysis. The same PDF parametrization was used in the ATLASepWZ16
analysis [14]. The results are presented in Figure 10. The resulting central value of the s quark
distribution is well within the experimental uncertainty of the results obtained at

p
s= 7 TeV,

while the PDF uncertainty is reduced.
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The proton is more strange 
than we imagined …
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ū(x) + d̄(x)

https://link.springer.com/article/10.1140/epjc/s10052-017-4911-9
https://link.springer.com/article/10.1140/epjc/s10052-019-6752-1


ATLAS fit to the W+jet and Z+jet data at NNLO
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Appendix

A Correlations between data sets

The correlation model used for the ATLAS data is summarised in Table 4, where the labels used are the
same as those in the HEPData entries of the respective ATLAS , + jets [17, 52] and / + jets [18, 53]
publications.

Table 4: Correlation model for the systematic uncertainties of the ATLAS measurements of , + jets and / + jets at
8 TeV and inclusive , and / at 7 TeV. Each row corresponds to one source of systematic uncertainty treated as fully
correlated both within and across data sets. The respective ATLAS publication describing each of these sources in
detail is given. Sources in di�erent rows are uncorrelated with each other. Each source is reported with the label of
the systematic uncertainty used in the respective data set. Where entries are omitted, that systematic uncertainty
either does not exist for that data set (denoted by a ‘-’) or it was left decorrelated from the others (denoted by a ‘*’).
For the row of source “⇢miss

T resolution”, where the “MetRes” label in one column corresponds to “MetResLong”
and “MetResTrans” labels in the other, this indicates that the “MetResLong” and “MetResTrans” uncertainties were
combined in quadrature for one-to-one correlation. Additional uncertainties not reported are treated as uncorrelated
between di�erent data sets.

Systematic Uncertainty 7 TeV inclusive , , / 8 TeV , + jets 8 TeV / + jets

Jet energy scale [54]
*

JetScaleE�1 ATL_JESP1
JetScaleE�2 ATL_JESP2
JetScaleE�3 ATL_JESP3
JetScaleE�4 ATL_JESP4
JetScaleE�5 ATL_JESP5
JetScaleE�6 ATL_JESP6
JetScaleEta1 ATL_JESP7
JetScaleEta2 ATL_JESP8
JetScaleHighPt ATL_JESP9
JetScaleMC ATL_JESP10

JetScaleNPV JetScalePileup1 ATL_PU_O�setNPV
JetScaleMu JetScalePileup2 ATL_PU_O�setMu

Jet punchthrough [54] - JetScalepunchT ATL_PunchThrough
Jet resolution [54] JetRes JetResolution10 ATL_JER
Jet flavour composition [54] - JetScaleFlav1Known ATL_Flavor_Comp
Jet flavour response [54] - JetScaleFlav2 ATL_Flavor_Response
Pile-up jet rejection (JVF) [55] - JetJVFcut ATL_JVF
⇢miss

T scale [56] MetScaleWen METScale -

⇢miss
T resolution [56] MetRes

METResLong -
METResTrans -

Electron energy scale [57] * ElScaleZee ATL_ElecEnZee
Electron trigger e�ciency [58] * ElSFTrigger ATL_Trig
Electron reconstruction e�ciency [59, 60] * ElSFReco ATL_RecE�
Electron identification e�ciency [59, 60] * ElSFId ATL_IDE�
Luminosity [61, 62] * LumiUncert ATL_lumi_2012_8TeV
,, background cross section [63] * XsecDibos ATL_WW_xs
Top background cross section [64] * XsecTop ATL_ttbar_xs

Systematic uncertainties related to the jet energy scale, jet energy resolution, rejection of jets from pile-up
(JVF), missing transverse momentum (⇢miss

T ) scale, ⇢miss
T resolution, electron energy scale and electron
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Figure 4: Di↵erential cross sections for the production of W bosons (left) and the W+/W� ratio (right) as a function
of the W pT for events with Njets � 1. The last bin in the left figure includes values beyond the shown range.
For the data, the statistical uncertainties are indicated as vertical bars, and the combined statistical and systematic
uncertainties are shown by the hatched bands. The uppermost panel in each plot shows the di↵erential cross
sections, while the lower panels show the ratios of the predictions to the data. The theoretical uncertainties on the
predictions are described in the text. The arrows on the lower panels indicate points that are outside the displayed
range.

production and the ratio of W+/W� are shown in Figure 6. In the forward region, the data turn down more
sharply at |y| ⇡ 3.6 compared to a smoothly falling distribution. The experimental uncertainties, which in
this region are dominated by the di↵erence between Alpgen and Sherpa in the unfolding and the jet energy
scale and resolution uncertainties, cover this e↵ect. Most theory calculations predict a larger cross section
for forward jets than that observed in the data and lie within 1–2 times the experimental uncertainties. The
parton shower model strongly influences the calculated cross section in the high rapidity region, as seen
through the comparison of Alpgen+Pythia 6 and Alpgen+Herwig. In addition, di↵erent PDF sets can
a↵ect the predicted cross section at high jet rapidities, but to a smaller extent (as can be seen by comparing
with Figure 24 in Appendix A). The mismodelling in the forward region, however, largely cancels out in
the ratio of W+/W�, resulting in good agreement with data. It can be noticed that Sherpa underpredicts
the ratio at high rapidities, and Alpgen overpredicts the data around |y| ⇡ 2.4.

The W+/W� cross-section ratios for the above four observables (HT, W boson pT, leading jet pT and
leading jet rapidity) are compared in Figure 7 to NLO MCFM predictions with four di↵erent PDF sets:
CT10, HERAPDF 1.5, MSTW 2008, and NNPDF 2.3. The theoretical uncertainties for the MCFM
prediction are displayed only for the CT10 PDF set. As seen in the figure, the MCFM predictions vary
depending on the PDF set used. These variations are largest for the pT of the W boson and at forward
jet rapidities. In the region of 200 GeV to 400 GeV in the distribution of the pT of the W boson, where
experimental uncertainties in the ratio are small (around 2% to 6%), the predictions from the four PDF
sets di↵er by about 2% to 5% and are, in some cases, up to 2–3 times the experimental uncertainty away
from the data. Similar trends are visible in the HT distribution and the distribution of the leading jet
pT. These results should prove useful in global PDF fits as a counterpart to measurements of Z boson

20

• Fit to the 8TeV V+jets data

• Detailed study of the correlated uncertainties 
between the jet and lepton reconstruction in each 
analysis

• Fit performed with NLO grids + NNLO  k-factors

• Grids available from ploughshare.web.cern.ch 

• Refit inclusive boson data from 2016, with 
consistent methodology for comparison with new 
fit including inclusive boson and V+jets data   

JHEP 2107 (2021) 223
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Figure 4. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a)–(b) valence quarks and (c)–(d) up and down sea quarks when fitting W + jets,
Z + jets, inclusive W and Z, and HERA data (ATLASepWZVjet20, blue bands), compared with
a similar fit without W + jets or Z + jets data (ATLASepWZ20, green bands). Inner error
bands indicate the experimental uncertainty, while outer error bands indicate the total uncertainty,
including parameterisation and model uncertainties. The relative uncertainties around the nominal
value of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 5. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a) strange sea quark, (b) gluon, (c) the total of the down-type quarks and (d) the
total of the anti-down-type quarks when fitting W + jets, Z + jets, inclusive W and Z, and HERA
data (ATLASepWZVjet20, blue bands), compared with a similar fit without W + jets or Z + jets
data (ATLASepWZ20, green bands). Inner error bands indicate the experimental uncertainty, while
outer error bands indicate the total uncertainty, including parameterisation and model uncertainties.
The relative uncertainties around the nominal value of each PDF centred on 1 is displayed in the
bottom panel in each case.
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Figure 4. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a)–(b) valence quarks and (c)–(d) up and down sea quarks when fitting W + jets,
Z + jets, inclusive W and Z, and HERA data (ATLASepWZVjet20, blue bands), compared with
a similar fit without W + jets or Z + jets data (ATLASepWZ20, green bands). Inner error
bands indicate the experimental uncertainty, while outer error bands indicate the total uncertainty,
including parameterisation and model uncertainties. The relative uncertainties around the nominal
value of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 4. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a)–(b) valence quarks and (c)–(d) up and down sea quarks when fitting W + jets,
Z + jets, inclusive W and Z, and HERA data (ATLASepWZVjet20, blue bands), compared with
a similar fit without W + jets or Z + jets data (ATLASepWZ20, green bands). Inner error
bands indicate the experimental uncertainty, while outer error bands indicate the total uncertainty,
including parameterisation and model uncertainties. The relative uncertainties around the nominal
value of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 5. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a) strange sea quark, (b) gluon, (c) the total of the down-type quarks and (d) the
total of the anti-down-type quarks when fitting W + jets, Z + jets, inclusive W and Z, and HERA
data (ATLASepWZVjet20, blue bands), compared with a similar fit without W + jets or Z + jets
data (ATLASepWZ20, green bands). Inner error bands indicate the experimental uncertainty, while
outer error bands indicate the total uncertainty, including parameterisation and model uncertainties.
The relative uncertainties around the nominal value of each PDF centred on 1 is displayed in the
bottom panel in each case.
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Figure 4. PDFs multiplied by Bjorken x at the scale Q2 = 1.9GeV2 as a function of Bjorken x
obtained for the (a)–(b) valence quarks and (c)–(d) up and down sea quarks when fitting W + jets,
Z + jets, inclusive W and Z, and HERA data (ATLASepWZVjet20, blue bands), compared with
a similar fit without W + jets or Z + jets data (ATLASepWZ20, green bands). Inner error
bands indicate the experimental uncertainty, while outer error bands indicate the total uncertainty,
including parameterisation and model uncertainties. The relative uncertainties around the nominal
value of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 3: PDFs multiplied by Bjorken G at the scale &2 = 1.9 GeV2 as a function of Bjorken G obtained for the (a)-(b)
valence quarks, (c)-(d) up and down sea quarks, (e) strange sea quark, (f) gluon, (g) the total of the down-type quarks
and (h) the total of the anti-down-type quarks when fitting , + jets, / + jets, inclusive , and / , and HERA data
(ATLASepWZVjet20, blue bands), compared with a similar fit without , + jets or / + jets data (ATLASepWZ20,
green bands). Inner error bands indicate the experimental uncertainty, while outer error bands indicate the total
uncertainty, including parameterisation and model uncertainties. The relative uncertainties around the nominal value
of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 3: PDFs multiplied by Bjorken G at the scale &2 = 1.9 GeV2 as a function of Bjorken G obtained for the (a)-(b)
valence quarks, (c)-(d) up and down sea quarks, (e) strange sea quark, (f) gluon, (g) the total of the down-type quarks
and (h) the total of the anti-down-type quarks when fitting , + jets, / + jets, inclusive , and / , and HERA data
(ATLASepWZVjet20, blue bands), compared with a similar fit without , + jets or / + jets data (ATLASepWZ20,
green bands). Inner error bands indicate the experimental uncertainty, while outer error bands indicate the total
uncertainty, including parameterisation and model uncertainties. The relative uncertainties around the nominal value
of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 6: The 'B = (B + B̄)/(D̄ + 3̄) distribution, evaluated at &2 = 1.9 GeV2, (a) extracted from the ATLASepWZ20
(green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted separately, and (b)
extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation uncertainties shown
separately in red, yellow and green, respectively.

distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.

Table 3: Fitted values of 'B = (B + B̄)/(D̄ + 3̄), evaluated at G = 0.023 and &2 = 1.9 GeV2, for each of the investigated
fits compared with the ATLASepWZ16 result.

Uncertainties

Fit 'B Experimental Model Parameterisation

ATLASepWZ16 1.13 0.05 0.03 +0.01
�0.06

ATLASepWZ20 1.13 0.06 0.03 +0.09
�0.17

ATLASepWZVjet20 0.99 0.04 +0.05
�0.06

+0.14
�0.05

4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,

14
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ATLAS results

• strange density reduced at larger x c.f. previous fits (though consistent with them)
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Figure 6: The 'B = (B + B̄)/(D̄ + 3̄) distribution, evaluated at &2 = 1.9 GeV2, (a) extracted from the ATLASepWZ20
(green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted separately, and (b)
extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation uncertainties shown
separately in red, yellow and green, respectively.

distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.
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Uncertainties

Fit 'B Experimental Model Parameterisation

ATLASepWZ16 1.13 0.05 0.03 +0.01
�0.06

ATLASepWZ20 1.13 0.06 0.03 +0.09
�0.17

ATLASepWZVjet20 0.99 0.04 +0.05
�0.06

+0.14
�0.05

4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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Figure 7. The χ2 of the ATLASepWZ20 (green line) and ATLASepWZVjet20 (blue line) fits
recorded as a function of the Cd̄ fit parameter that determines the high-x behaviour of the xd̄
PDF with xd̄ ∝ (1 − x)Cd̄ . At each point, all other parameters are fitted along with the nuisance
parameters corresponding to experimental systematic uncertainties, and the lowest recorded χ2

for each line shown, χ2
min, subtracted. Shown are (a) the total χ2 and (b) the χ2 separated into

contributions from HERA (solid lines) and ATLAS (dashed lines) data.

minimum is observed for the ATLASepWZ20 fit at Cd̄ ∼ 3, corresponding to a solution
similar to that of the ATLASepWZVjet20 fit; however, it exhibits a χ2 approximately two
units larger than in the best fit. The ATLASepWZVjet20 fit fails to converge for values of
Cd̄ ! 12 and no second minimum is observed.

In figure 7b, these χ2 distributions are decomposed into contributions from the HERA
and ATLAS data. These contributions include the partial, correlated and log penalty χ2,
which are discussed in section 3. In each fit, the ATLAS data favour a low Cd̄, including in
the ATLASepWZ20 fit, where the overall result is a higher Cd̄. Similarly, the HERA data
favour the higher Cd̄ value exhibited by the ATLASepWZ20 fit. The V + jets data provide
sufficient constraining power in addition to the inclusive W and Z data to dominate the
result and tightly constrain the Cd̄ parameter to a low value, while the ATLASepWZ20 fit
lacks the necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity
Rs, defined as the ratio

Rs =
s+ s̄

ū+ d̄
,

which uses the sum of ū and d̄ as a reference point for the strange-sea density.
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Including the Z+jets and W+jets data

• With the new fit, confirms the unsuppressed strangeness ratio at low x

• Now, the sensitivity to higher x due to the increased centre of mass energy of the boson 
plus jet system tames the increase at large x

• Follows from an increase in the dbar density and a reduction in the sbar density at 
large x 
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distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.

Table 3: Fitted values of 'B = (B + B̄)/(D̄ + 3̄), evaluated at G = 0.023 and &2 = 1.9 GeV2, for each of the investigated
fits compared with the ATLASepWZ16 result.

Uncertainties

Fit 'B Experimental Model Parameterisation

ATLASepWZ16 1.13 0.05 0.03 +0.01
�0.06

ATLASepWZ20 1.13 0.06 0.03 +0.09
�0.17

ATLASepWZVjet20 0.99 0.04 +0.05
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+0.14
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4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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• consistent with non-suppressed strange at small x, as per previous 
ATLAS results

• strange density reduced at larger x c.f. previous fits (though consistent with them)
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Figure 7. The χ2 of the ATLASepWZ20 (green line) and ATLASepWZVjet20 (blue line) fits
recorded as a function of the Cd̄ fit parameter that determines the high-x behaviour of the xd̄
PDF with xd̄ ∝ (1 − x)Cd̄ . At each point, all other parameters are fitted along with the nuisance
parameters corresponding to experimental systematic uncertainties, and the lowest recorded χ2

for each line shown, χ2
min, subtracted. Shown are (a) the total χ2 and (b) the χ2 separated into

contributions from HERA (solid lines) and ATLAS (dashed lines) data.

minimum is observed for the ATLASepWZ20 fit at Cd̄ ∼ 3, corresponding to a solution
similar to that of the ATLASepWZVjet20 fit; however, it exhibits a χ2 approximately two
units larger than in the best fit. The ATLASepWZVjet20 fit fails to converge for values of
Cd̄ ! 12 and no second minimum is observed.

In figure 7b, these χ2 distributions are decomposed into contributions from the HERA
and ATLAS data. These contributions include the partial, correlated and log penalty χ2,
which are discussed in section 3. In each fit, the ATLAS data favour a low Cd̄, including in
the ATLASepWZ20 fit, where the overall result is a higher Cd̄. Similarly, the HERA data
favour the higher Cd̄ value exhibited by the ATLASepWZ20 fit. The V + jets data provide
sufficient constraining power in addition to the inclusive W and Z data to dominate the
result and tightly constrain the Cd̄ parameter to a low value, while the ATLASepWZ20 fit
lacks the necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity
Rs, defined as the ratio

Rs =
s+ s̄

ū+ d̄
,

which uses the sum of ū and d̄ as a reference point for the strange-sea density.
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distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.
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4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.
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4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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Figure 7. The χ2 of the ATLASepWZ20 (green line) and ATLASepWZVjet20 (blue line) fits
recorded as a function of the Cd̄ fit parameter that determines the high-x behaviour of the xd̄
PDF with xd̄ ∝ (1 − x)Cd̄ . At each point, all other parameters are fitted along with the nuisance
parameters corresponding to experimental systematic uncertainties, and the lowest recorded χ2

for each line shown, χ2
min, subtracted. Shown are (a) the total χ2 and (b) the χ2 separated into

contributions from HERA (solid lines) and ATLAS (dashed lines) data.

minimum is observed for the ATLASepWZ20 fit at Cd̄ ∼ 3, corresponding to a solution
similar to that of the ATLASepWZVjet20 fit; however, it exhibits a χ2 approximately two
units larger than in the best fit. The ATLASepWZVjet20 fit fails to converge for values of
Cd̄ ! 12 and no second minimum is observed.

In figure 7b, these χ2 distributions are decomposed into contributions from the HERA
and ATLAS data. These contributions include the partial, correlated and log penalty χ2,
which are discussed in section 3. In each fit, the ATLAS data favour a low Cd̄, including in
the ATLASepWZ20 fit, where the overall result is a higher Cd̄. Similarly, the HERA data
favour the higher Cd̄ value exhibited by the ATLASepWZ20 fit. The V + jets data provide
sufficient constraining power in addition to the inclusive W and Z data to dominate the
result and tightly constrain the Cd̄ parameter to a low value, while the ATLASepWZ20 fit
lacks the necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity
Rs, defined as the ratio

Rs =
s+ s̄

ū+ d̄
,

which uses the sum of ū and d̄ as a reference point for the strange-sea density.
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distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.

Table 3: Fitted values of 'B = (B + B̄)/(D̄ + 3̄), evaluated at G = 0.023 and &2 = 1.9 GeV2, for each of the investigated
fits compared with the ATLASepWZ16 result.
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4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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Figure 7. The χ2 of the ATLASepWZ20 (green line) and ATLASepWZVjet20 (blue line) fits
recorded as a function of the Cd̄ fit parameter that determines the high-x behaviour of the xd̄
PDF with xd̄ ∝ (1 − x)Cd̄ . At each point, all other parameters are fitted along with the nuisance
parameters corresponding to experimental systematic uncertainties, and the lowest recorded χ2

for each line shown, χ2
min, subtracted. Shown are (a) the total χ2 and (b) the χ2 separated into

contributions from HERA (solid lines) and ATLAS (dashed lines) data.

minimum is observed for the ATLASepWZ20 fit at Cd̄ ∼ 3, corresponding to a solution
similar to that of the ATLASepWZVjet20 fit; however, it exhibits a χ2 approximately two
units larger than in the best fit. The ATLASepWZVjet20 fit fails to converge for values of
Cd̄ ! 12 and no second minimum is observed.

In figure 7b, these χ2 distributions are decomposed into contributions from the HERA
and ATLAS data. These contributions include the partial, correlated and log penalty χ2,
which are discussed in section 3. In each fit, the ATLAS data favour a low Cd̄, including in
the ATLASepWZ20 fit, where the overall result is a higher Cd̄. Similarly, the HERA data
favour the higher Cd̄ value exhibited by the ATLASepWZ20 fit. The V + jets data provide
sufficient constraining power in addition to the inclusive W and Z data to dominate the
result and tightly constrain the Cd̄ parameter to a low value, while the ATLASepWZ20 fit
lacks the necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity
Rs, defined as the ratio

Rs =
s+ s̄

ū+ d̄
,

which uses the sum of ū and d̄ as a reference point for the strange-sea density.
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Figure 3: PDFs multiplied by Bjorken G at the scale &2 = 1.9 GeV2 as a function of Bjorken G obtained for the (a)-(b)
valence quarks, (c)-(d) up and down sea quarks, (e) strange sea quark, (f) gluon, (g) the total of the down-type quarks
and (h) the total of the anti-down-type quarks when fitting , + jets, / + jets, inclusive , and / , and HERA data
(ATLASepWZVjet20, blue bands), compared with a similar fit without , + jets or / + jets data (ATLASepWZ20,
green bands). Inner error bands indicate the experimental uncertainty, while outer error bands indicate the total
uncertainty, including parameterisation and model uncertainties. The relative uncertainties around the nominal value
of each PDF centred on 1 is displayed in the bottom panel in each case.
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• main impact on d and s sea quark distributions (little change to u-type)
• changes compensate each other (sum of dbar+sbar constrained by HERA)
• total uncertainty constrained, especially for dbar
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Figure 3: PDFs multiplied by Bjorken G at the scale &2 = 1.9 GeV2 as a function of Bjorken G obtained for the (a)-(b)
valence quarks, (c)-(d) up and down sea quarks, (e) strange sea quark, (f) gluon, (g) the total of the down-type quarks
and (h) the total of the anti-down-type quarks when fitting , + jets, / + jets, inclusive , and / , and HERA data
(ATLASepWZVjet20, blue bands), compared with a similar fit without , + jets or / + jets data (ATLASepWZ20,
green bands). Inner error bands indicate the experimental uncertainty, while outer error bands indicate the total
uncertainty, including parameterisation and model uncertainties. The relative uncertainties around the nominal value
of each PDF centred on 1 is displayed in the bottom panel in each case.
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Figure 6: The 'B = (B + B̄)/(D̄ + 3̄) distribution, evaluated at &2 = 1.9 GeV2, (a) extracted from the ATLASepWZ20
(green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted separately, and (b)
extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation uncertainties shown
separately in red, yellow and green, respectively.

distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.

Table 3: Fitted values of 'B = (B + B̄)/(D̄ + 3̄), evaluated at G = 0.023 and &2 = 1.9 GeV2, for each of the investigated
fits compared with the ATLASepWZ16 result.

Uncertainties

Fit 'B Experimental Model Parameterisation

ATLASepWZ16 1.13 0.05 0.03 +0.01
�0.06

ATLASepWZ20 1.13 0.06 0.03 +0.09
�0.17

ATLASepWZVjet20 0.99 0.04 +0.05
�0.06

+0.14
�0.05

4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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• consistent with non-suppressed strange at small x, as per previous 
ATLAS results

• strange density reduced at larger x c.f. previous fits (though consistent with them)
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(green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted separately, and (b)
extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation uncertainties shown
separately in red, yellow and green, respectively.

distribution falling from near-unity at G ⇠ 0.01 to approximately 0.5 at G = 0.1, driven by the increase
in the high-G 3̄ PDF and the complementary decrease in the high-G B̄ PDF shown in Section 4.1. At low
G . 0.023 and&2 = 1.9 GeV2, the fit with the+ + jets data maintains an unsuppressed strange-quark density
compatible with the ATLASepWZ16 fit. Fitted values of 'B, evaluated at G = 0.023 and &2 = 1.9 GeV2,
are given in Table 3.

Table 3: Fitted values of 'B = (B + B̄)/(D̄ + 3̄), evaluated at G = 0.023 and &2 = 1.9 GeV2, for each of the investigated
fits compared with the ATLASepWZ16 result.

Uncertainties

Fit 'B Experimental Model Parameterisation

ATLASepWZ16 1.13 0.05 0.03 +0.01
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ATLASepWZ20 1.13 0.06 0.03 +0.09
�0.17

ATLASepWZVjet20 0.99 0.04 +0.05
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4.4 Comparison with global PDFs

The ATLASepWZVjet20 'B distribution is shown in Figure 7 in comparison with the global PDF sets
ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5]. An additional comparison in the
figures is made with a recent update of the NNPDF3.1 fit with some additional data including the full
ATLAS 7 TeV data set labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit
and the global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF sets, but
persists to multiple standard deviations in the range 10�2 . G . 10�1 for the global analyses which do not
use the full ATLAS 7 TeV data set. This is highlighted in summary plots of 'B evaluated at G = 0.023,
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Figure 7. The χ2 of the ATLASepWZ20 (green line) and ATLASepWZVjet20 (blue line) fits
recorded as a function of the Cd̄ fit parameter that determines the high-x behaviour of the xd̄
PDF with xd̄ ∝ (1 − x)Cd̄ . At each point, all other parameters are fitted along with the nuisance
parameters corresponding to experimental systematic uncertainties, and the lowest recorded χ2

for each line shown, χ2
min, subtracted. Shown are (a) the total χ2 and (b) the χ2 separated into

contributions from HERA (solid lines) and ATLAS (dashed lines) data.

minimum is observed for the ATLASepWZ20 fit at Cd̄ ∼ 3, corresponding to a solution
similar to that of the ATLASepWZVjet20 fit; however, it exhibits a χ2 approximately two
units larger than in the best fit. The ATLASepWZVjet20 fit fails to converge for values of
Cd̄ ! 12 and no second minimum is observed.

In figure 7b, these χ2 distributions are decomposed into contributions from the HERA
and ATLAS data. These contributions include the partial, correlated and log penalty χ2,
which are discussed in section 3. In each fit, the ATLAS data favour a low Cd̄, including in
the ATLASepWZ20 fit, where the overall result is a higher Cd̄. Similarly, the HERA data
favour the higher Cd̄ value exhibited by the ATLASepWZ20 fit. The V + jets data provide
sufficient constraining power in addition to the inclusive W and Z data to dominate the
result and tightly constrain the Cd̄ parameter to a low value, while the ATLASepWZ20 fit
lacks the necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity
Rs, defined as the ratio

Rs =
s+ s̄

ū+ d̄
,

which uses the sum of ū and d̄ as a reference point for the strange-sea density.
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Figure 4: The G(3̄ � D̄) distribution evaluated at &2 = 1.9 GeV2 as a function of Bjorken G (a) extracted from
the ATLASepWZ20 (green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted
separately, and (b) extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation
uncertainties shown separately in red, yellow and green, respectively.

of the scanned parameter, ⇠3̄ . At each point, all other parameters (including nuisance parameters associated
with experimental uncertainties) are re-fitted and the minimum j2 of the scan, j2

min, is subtracted for
comparison between fits.

The j2 of the ATLASepWZ20 fit is smallest at a value of ⇠3̄ = 10 ± 1, whereas the j2 of the
ATLASepWZVjet20 fit is smallest at a lower ⇠3̄ = 1.6 ± 0.3, corresponding to a higher G3̄ distribution at
G & 0.1 consistent with the PDFs presented in Section 4.1. Another shallow minimum is observed for the
ATLASepWZ20 fit at ⇠3̄ ⇠ 3, corresponding to a solution similar to that of the ATLASepWZVjet20 fit;
however, it exhibits a j2 approximately two units larger than in the best fit. The ATLASepWZVjet20 fit
fails to converge for values of ⇠3̄ & 12 and no second minimum is observed.

In Figure 5(b), these j2 distributions are decomposed into contributions from the HERA and ATLAS data.
These contributions include the partial, correlated and log penalty j2, which are discussed in Section 3. In
each fit, the ATLAS data favour a low ⇠3̄ , including in the ATLASepWZ20 fit, where the overall result is a
higher ⇠3̄ . Similarly, the HERA data favour the higher ⇠3̄ value exhibited by the ATLASepWZ20 fit. The
+ + jets data provide su�cient constraining power in addition to the inclusive , and / data to dominate
the result and tightly constrain the ⇠3̄ parameter to a low value, while the ATLASepWZ20 fit lacks the
necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity 'B, defined as
the ratio

'B =
B + B̄

D̄ + 3̄
,

which uses the sum of D̄ and 3̄ as a reference point for the strange-sea density.
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x(dbar – ubar)
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• x(dbar – ubar) now positive
• experimental and additional uncertainties constrained

x(dbar – ubar)

• consistent with global pdf fits (which include E866 data) up to x ~ 0.1; 
• deviates from global fits for x ≳ 0.1, where V+Jets most sensitive
• NB, recent SeaQuest/E906 result (Nature 590, 561 (2021)) appears in tension with E866, exhibiting larger dbar/ubar at large x
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Figure 9: The G(3̄� D̄) distribution evaluated at&2 = 1.9 GeV2 as a function of Bjorken G, for the ATLASepWZVjet20
PDF set in comparison with global PDFs (a) ABMP16 and CT18, (b) MMHT14 and NNPDF3.1, and in additional
comparisons with (c) CT18 and CT18A, and (d) NNPDF3.1 and NNPDF3.1_strange [2–5, 48]. The experimental
and total uncertainty bands are plotted separately for the ATLASepWZVjet20 result. Each global PDF set is taken at
US (</ ) = 0.1180 except for ABMP16 which uses the fitted value US (</ ) = 0.1147. All global PDF uncertainty
bands are at 68% confidence level, evaluated for the CT18 PDFs through scaling by 1.645 as recommended by the
PDF4LHC group [50].

17

x

3−10 2−10 1−10

)u
 - d

x(

0.05−

0

0.05

0.1

0.15
ATLAS 2 = 1.9 GeV2Q

ATLASepWZVjet20 exp. unc. total unc.

CT18 total. unc.

ABMP16 total. unc.

(a)

x

3−10 2−10 1−10

)u
 - d

x(

0.05−

0

0.05

0.1

0.15
ATLAS 2 = 1.9 GeV2Q

ATLASepWZVjet20 exp. unc. total unc.

MMHT14 total. unc.

NNPDF3.1 total. unc.

(b)

x

3−10 2−10 1−10

)u
 - d

x(

0.05−

0

0.05

0.1

0.15
ATLAS 2 = 1.9 GeV2Q

ATLASepWZVjet20 exp. unc. total unc.

CT18 total. unc.

CT18A total. unc.

(c)

x

3−10 2−10 1−10

)u
 - d

x(

0.05−

0

0.05

0.1

0.15
ATLAS 2 = 1.9 GeV2Q

ATLASepWZVjet20 exp. unc. total unc.

NNPDF3.1 total. unc.

NNPDF3.1_strange total. unc.

(d)

Figure 9: The G(3̄� D̄) distribution evaluated at&2 = 1.9 GeV2 as a function of Bjorken G, for the ATLASepWZVjet20
PDF set in comparison with global PDFs (a) ABMP16 and CT18, (b) MMHT14 and NNPDF3.1, and in additional
comparisons with (c) CT18 and CT18A, and (d) NNPDF3.1 and NNPDF3.1_strange [2–5, 48]. The experimental
and total uncertainty bands are plotted separately for the ATLASepWZVjet20 result. Each global PDF set is taken at
US (</ ) = 0.1180 except for ABMP16 which uses the fitted value US (</ ) = 0.1147. All global PDF uncertainty
bands are at 68% confidence level, evaluated for the CT18 PDFs through scaling by 1.645 as recommended by the
PDF4LHC group [50].
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Figure 7: The x(d̄ � ū) distribution, evaluated at Q2 = 1.9GeV2, determined from (a) fitting the W + jets data as a
function of pWT in comparison to pleading

T , (b) fitting the W + jets data as a function of pWT in comparison to the similar
fit without W + jets data, and (c) the obtained ATLASepWZWjet19 fit corresponding to the fit with W + jets data in
the pWT spectrum. In (a) and (b), uncertainties in the PDFs are displayed as inner and outer bands for experimental
and total uncertainties, respectively. In (c), the uncertainty bands are displayed split in to the experimental, model
and parameterisation uncertainties.
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• The original ATLASepWZ16 fit has a negative dbar - ubar, with large uncertainties 

• New fit with the V + jet data results has a positive ( dbar - ubar )  distribution

• More consistent with the fits from the global fitters, up to 0.1, but differs for x > 0.1 
where the fit has increased sensitivity to the V+jets data

• Global fits include E866 data which seems in tension wit the new Seaquest / E906 
data Nature 590 (2021) 561
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Figure 4: The G(3̄ � D̄) distribution evaluated at &2 = 1.9 GeV2 as a function of Bjorken G (a) extracted from
the ATLASepWZ20 (green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties plotted
separately, and (b) extracted from the ATLASepWZVjet20 fit only with experimental, model and parameterisation
uncertainties shown separately in red, yellow and green, respectively.

of the scanned parameter, ⇠3̄ . At each point, all other parameters (including nuisance parameters associated
with experimental uncertainties) are re-fitted and the minimum j2 of the scan, j2

min, is subtracted for
comparison between fits.

The j2 of the ATLASepWZ20 fit is smallest at a value of ⇠3̄ = 10 ± 1, whereas the j2 of the
ATLASepWZVjet20 fit is smallest at a lower ⇠3̄ = 1.6 ± 0.3, corresponding to a higher G3̄ distribution at
G & 0.1 consistent with the PDFs presented in Section 4.1. Another shallow minimum is observed for the
ATLASepWZ20 fit at ⇠3̄ ⇠ 3, corresponding to a solution similar to that of the ATLASepWZVjet20 fit;
however, it exhibits a j2 approximately two units larger than in the best fit. The ATLASepWZVjet20 fit
fails to converge for values of ⇠3̄ & 12 and no second minimum is observed.

In Figure 5(b), these j2 distributions are decomposed into contributions from the HERA and ATLAS data.
These contributions include the partial, correlated and log penalty j2, which are discussed in Section 3. In
each fit, the ATLAS data favour a low ⇠3̄ , including in the ATLASepWZ20 fit, where the overall result is a
higher ⇠3̄ . Similarly, the HERA data favour the higher ⇠3̄ value exhibited by the ATLASepWZ20 fit. The
+ + jets data provide su�cient constraining power in addition to the inclusive , and / data to dominate
the result and tightly constrain the ⇠3̄ parameter to a low value, while the ATLASepWZ20 fit lacks the
necessary information.

4.3 Strange-quark density

The fraction of the strange-quark density in the proton can be characterised by the quantity 'B, defined as
the ratio

'B =
B + B̄

D̄ + 3̄
,

which uses the sum of D̄ and 3̄ as a reference point for the strange-sea density.
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• x(dbar – ubar) now positive
• experimental and additional uncertainties constrained
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• consistent with global pdf fits (which include E866 data) up to x ~ 0.1; 
• deviates from global fits for x ≳ 0.1, where V+Jets most sensitive
• NB, recent SeaQuest/E906 result (Nature 590, 561 (2021)) appears in tension with E866, exhibiting larger dbar/ubar at large x
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bands are at 68% confidence level, evaluated for the CT18 PDFs through scaling by 1.645 as recommended by the
PDF4LHC group [50].
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• Proton charm content:

• Extrinsic charm, from perturbative gluon radiation (g → ccbar). 

• Intrinsic charm (IC), valence-like c-content, proton: 

• |uudcc⟩. 

• Predicted by Light Front QCD (LFQCD). 

• Previous measurements hampered by nuclear effects

• Intrinsic charm only excluded for contributions above ~ 1%

• Full Run 2 pp dataset

• Z→ μμ  events + one jet with pT > 20 GeV

• Charm jets identified using a displaced  vertex tagger

• Investigate possibility of Intrinsic Charm in the proton

• Intrinsic charm suggests increased charm production in the very forward 
region

• Very forward region not accessible at either ATLAS or CMS

• Ideally suited for the LHCb forward detector configuration
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Figure 2: NLO SM predictions [28] for Rc

j

without IC [41], allowing for potential IC [38], and
with the valence-like IC predicted by LFQCD with a mean momentum fraction of 1% [37]. The
fiducial region from Ref. [40] is used for y(Z) < 2; otherwise the fiducial region of this analysis is
employed. The broadening of the error band that arises in the forward region, when allowing for
IC, is due to the lack of sensitivity to valence-like IC from previous experiments. More details
on these calculations are provided in the Supplemental Material [42].

Table 1: Definition of the fiducial region.

Z bosons p

T

(µ) > 20GeV, 2.0 < ⌘(µ) < 4.5, 60 < m(µ+

µ

�) < 120GeV
Jets 20 < p

T

(j) < 100GeV, 2.2 < ⌘(j) < 4.2
Charm jets p

T

(c hadron) > 5GeV, �R(j, c hadron) < 0.5
Events �R(µ, j) > 0.5

This Letter presents the first measurement of Rc

j

in the forward region of pp collisions.
The data sample used corresponds to an integrated luminosity of 6 fb�1 collected at
a center-of-mass energy of

p
s = 13TeV with the LHCb detector. The Z bosons are

reconstructed using the Z!µ

+

µ

� decay, where henceforth all Z/�⇤ ! µ

+

µ

� production in
the mass range 60 < m(µ+

µ

�) < 120GeV is labeled Z!µ

+

µ

�. The analysis is performed
using jets clustered with the anti-k

T

algorithm [43] using a distance parameter R = 0.5.
The fiducial region is defined in terms of the transverse momentum, p

T

, pseudorapidity,
⌘, and azimutal angle, �, of the muon and jet momenta, and includes a requirement on
�R(µ, j) ⌘

p
�⌘(µ, j)2 +��(µ, j)2 to ensure that the muons and jet are well separated,

which suppresses backgrounds from QCD multijet events and electroweak processes like
W+jet production. Charm jets are the subset for which there is a promptly produced
and weakly decaying c hadron within the jet. The fiducial region is defined in Table 1. If
multiple jets satisfy these criteria, the one with the highest p

T

is selected.
The quantity Rc

j

is measured in intervals of y(Z) as Rc

j

= N(c-tag)/["(c-tag)N(j)],
where N(c-tag) is the observed Zc yield, "(c-tag) is the c-tagging e�ciency, and N(j) is
the total Zj yield. The integrated luminosity does not enter this expression because Rc

j

2

The possibility that the proton wave function may contain a |uudcc̄i component,
referred to as intrinsic charm (IC), in addition to the charm content that arises due to
perturbative gluon radiation, i.e. g!cc̄ splitting, has been debated for decades (for a recent
review, see Ref. [1]). Light front QCD (LFQCD) calculations predict that non-perturbative
IC manifests as valence-like charm content in the parton distribution functions (PDFs)
of the proton [2, 3]; whereas, if the c-quark content is entirely perturbative in nature,
the charm PDF resembles that of the gluon and sharply decreases at large momentum
fractions, x. Understanding the role that non-perturbative dynamics play inside the
nucleon is a fundamental goal of nuclear physics [4–14]. Furthermore, the existence of
IC would have many phenomenological consequences. For example, IC would alter both
the rate and kinematics of c hadrons produced by cosmic-ray proton interactions in the
atmosphere; the subsequent semileptonic decays of such c hadrons are an important source
of background in studies of astrophysical neutrinos [15–20]. The cross sections of many
processes at the LHC and other accelerators would also be a↵ected [21–31].

Measurements of c-hadron production in deep inelastic scattering [32] and in fixed-
target experiments [33], where the typical momentum transfers were Q . 10GeV (natural
units are used throughout this Letter), have been interpreted both as evidence for [34, 35]
and against [36] the percent-level IC content predicted by LFQCD. Even though such
experiments are in principle sensitive to valence-like c-quark content, interpreting these
low-Q data is challenging since it requires careful theoretical treatment of hadronic and
nuclear e↵ects. Recent global PDF analyses, which also include measurements from the
LHC, are inconclusive and can only exclude IC carrying more than a few percent of the
momentum of the proton [37,38].

Reference [28] proposed studying IC by measuring the fraction of Z-boson+jet events
that contain a charm jet, Rc

j

⌘ �(Zc)/�(Zj), in the forward region of proton-proton (pp)
collisions at the LHC. The ratio Rc

j

was chosen because it is less sensitive than �(Zc) to
experimental and theoretical uncertainties. Since Zc production is inherently at large Q,
above the electroweak scale, hadronic e↵ects are small. A leading-order Zc production
mechanism is gc! Zc scattering (see Fig. 1), where in the forward region one of the
initial partons must have large x, hence Zc production probes the valence-like region.
Using next-to-leading-order (NLO) Standard Model (SM) calculations, Fig. 2 illustrates
that a percent-level valence-like IC contribution would produce a clear enhancement in
Rc

j

for large (more forward) values of Z rapidity, y(Z); whereas only small e↵ects are
expected in the central region where all previous measurements of Rc

j

were made [39, 40].

g

c

c

Z

g

c
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Z

Figure 1: Leading-order Feynman diagrams for gc! Zc production.

1

Forward Z+charm from LHCb

jet

arxiv:2109.08084

https://arxiv.org/abs/2109.08084


✴ Comparison to predictions with no IC, IC allowed and IC with mean momentum fraction 
of 1%. 

✴ First two  bins consistent with both no IC and IC allowed. 
✴ Data consistent with IC models in the highest  bin! 

‣  away from no IC theory. 

✴ Results need to be added to global PDF analyses to draw conclusions.
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✴ Full Run 2  dataset corresponding to 6 fb-1 of integrated 
luminosity. 

✴ Measure  

✴ Select events with  and at least one jet with 
.  

✴ Identify -jets using displaced-vertex (DV) tagger in bins 
of  and : 
‣ Perform 2D fit to corrected DV-mass and number of tracks in 

DV (templates obtained from calibration samples). 

‣ Unfold  distributions of  and  yields in each  bin.

pp

ℛc
j = N(c-tag)/[ϵ(c-tag) ⋅ N( j)]

Z → μ+μ−

pT > 20 GeV/c

c
pT( j) y(Z )

pT( j) Zc Zj y(Z )

⃗p
θ

2 3 4
0

200

400

600

800

1000

1200

Ntrk(DV)

C
an

d
id
at
es

LHCb
6 fb�1

2 4 6 8 10
0

20

40

60

80

100

120

m
cor

(DV) [GeV ]

C
an

d
id
at
es

/
0.
1
G
eV

LHCb

20 < pT(j) < 100GeV

2.0 < y(Z) < 4.5

6 fb

�1

Data
Fit
Charm
Beauty
Light

DV
jet

mcor(DV) ≡ m(DV)2 + [p(DV)sin θ]2 + p(DV)sin θ

Prim
ary vertex 

Forward Z+charm from LHCb

• With the NLO analysis, suggestion of consistency with NO intrinsic charm at less forward 
rapidities …

• But greater than 3σ excess observed over non-intrinsic charm contribution in the most 
forward rapidity bin, consistent with Intrinsic charm 

• Interesting to see the effect of these data with the global fits
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✴ Comparison to predictions with no IC, IC allowed and IC with mean momentum fraction 
of 1%. 

✴ First two  bins consistent with both no IC and IC allowed. 
✴ Data consistent with IC models in the highest  bin! 

‣  away from no IC theory. 

✴ Results need to be added to global PDF analyses to draw conclusions.
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Table 2: Relative systematic uncertainties on Rc

j

, where ranges indicate that the value depends
on the y(Z) intervals.

Source Relative Uncertainty

c tagging 6–7%
DV-fit templates 3–4%
Jet reconstruction 1%
Jet p

T

scale & resolution 1%

Total 8%

Table 3: Numerical results for the Rc

j

measurements, where the first uncertainty is statistical
and the second is systematic.

y(Z) Rc

j

(%)

2.00–2.75 6.84± 0.54± 0.51
2.75–3.50 4.05± 0.32± 0.31
3.50–4.50 4.80± 0.50± 0.39

2.00–4.50 4.98± 0.25± 0.35

of the m

cor

(DV) and N

trk

(DV) templates are studied, which arise from using di↵erent
strategies to model the backgrounds in the highly enriched calibration data samples.
However, the shifts observed in the Zc yields largely cancel with the corresponding shifts
seen in "(c-tag). The residual di↵erences of 3–4% in each y(Z) interval are assigned as
systematic uncertainties. The ratio of the jet-reconstruction e�ciency for c and inclusive
jets is consistent with unity in all kinematic intervals in simulation, with a 1% systematic
uncertainty assigned due to the limited sample sizes. Finally, the statistical precision of
the back-to-back Zj sample used to determine the p

T

(j) scale and resolution is propagated
through the unfolding procedure resulting in a 1% relative systematic uncertainty on Rc

j

.
The systematic uncertainties are summarized in Table 2.

Figure 5 shows the measured Rc

j

distribution in intervals of y(Z); the numerical
results are provided in Table 3, and additional results are reported in the Supplemental
Material [42]. The measured Rc

j

values are compared to NLO SM calculations [28] based on
Refs. [66–72], which are validated against additional predictions [69,70,73,74] and updated
here to use more recent PDFs [37,38,41,75,76]. The NNPDF analysis provides results
where the charm PDF is allowed to vary, both in size and in shape [38]. Reference [37]
updated the CT14 analysis [77] to include the IC content predicted by LFQCD [2, 3],
which results in the enhancement at forward y(Z) shown previously in Fig. 2. More details
on the theory calculations are provided in the Supplemental Material [42].

The observed Rc

j

values are consistent with both the no-IC and IC hypotheses in the
first two y(Z) intervals; however, this is not the case in the forward-most interval where
the ratio of the observed to no-IC-expected values is 1.85± 0.25. As illustrated in Fig. 2,
this is precisely the y(Z) region where valence-like IC would cause a large enhancement.
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Figure 2: NLO SM predictions [28] for Rc

j

without IC [41], allowing for potential IC [38], and
with the valence-like IC predicted by LFQCD with a mean momentum fraction of 1% [37]. The
fiducial region from Ref. [40] is used for y(Z) < 2; otherwise the fiducial region of this analysis is
employed. The broadening of the error band that arises in the forward region, when allowing for
IC, is due to the lack of sensitivity to valence-like IC from previous experiments. More details
on these calculations are provided in the Supplemental Material [42].

Table 1: Definition of the fiducial region.

Z bosons p

T

(µ) > 20GeV, 2.0 < ⌘(µ) < 4.5, 60 < m(µ+

µ

�) < 120GeV
Jets 20 < p

T

(j) < 100GeV, 2.2 < ⌘(j) < 4.2
Charm jets p

T

(c hadron) > 5GeV, �R(j, c hadron) < 0.5
Events �R(µ, j) > 0.5

This Letter presents the first measurement of Rc

j

in the forward region of pp collisions.
The data sample used corresponds to an integrated luminosity of 6 fb�1 collected at
a center-of-mass energy of

p
s = 13TeV with the LHCb detector. The Z bosons are

reconstructed using the Z!µ

+

µ

� decay, where henceforth all Z/�⇤ ! µ

+

µ

� production in
the mass range 60 < m(µ+

µ

�) < 120GeV is labeled Z!µ

+

µ

�. The analysis is performed
using jets clustered with the anti-k

T

algorithm [43] using a distance parameter R = 0.5.
The fiducial region is defined in terms of the transverse momentum, p

T

, pseudorapidity,
⌘, and azimutal angle, �, of the muon and jet momenta, and includes a requirement on
�R(µ, j) ⌘

p
�⌘(µ, j)2 +��(µ, j)2 to ensure that the muons and jet are well separated,

which suppresses backgrounds from QCD multijet events and electroweak processes like
W+jet production. Charm jets are the subset for which there is a promptly produced
and weakly decaying c hadron within the jet. The fiducial region is defined in Table 1. If
multiple jets satisfy these criteria, the one with the highest p

T

is selected.
The quantity Rc

j

is measured in intervals of y(Z) as Rc

j

= N(c-tag)/["(c-tag)N(j)],
where N(c-tag) is the observed Zc yield, "(c-tag) is the c-tagging e�ciency, and N(j) is
the total Zj yield. The integrated luminosity does not enter this expression because Rc

j

2

The possibility that the proton wave function may contain a |uudcc̄i component,
referred to as intrinsic charm (IC), in addition to the charm content that arises due to
perturbative gluon radiation, i.e. g!cc̄ splitting, has been debated for decades (for a recent
review, see Ref. [1]). Light front QCD (LFQCD) calculations predict that non-perturbative
IC manifests as valence-like charm content in the parton distribution functions (PDFs)
of the proton [2, 3]; whereas, if the c-quark content is entirely perturbative in nature,
the charm PDF resembles that of the gluon and sharply decreases at large momentum
fractions, x. Understanding the role that non-perturbative dynamics play inside the
nucleon is a fundamental goal of nuclear physics [4–14]. Furthermore, the existence of
IC would have many phenomenological consequences. For example, IC would alter both
the rate and kinematics of c hadrons produced by cosmic-ray proton interactions in the
atmosphere; the subsequent semileptonic decays of such c hadrons are an important source
of background in studies of astrophysical neutrinos [15–20]. The cross sections of many
processes at the LHC and other accelerators would also be a↵ected [21–31].

Measurements of c-hadron production in deep inelastic scattering [32] and in fixed-
target experiments [33], where the typical momentum transfers were Q . 10GeV (natural
units are used throughout this Letter), have been interpreted both as evidence for [34, 35]
and against [36] the percent-level IC content predicted by LFQCD. Even though such
experiments are in principle sensitive to valence-like c-quark content, interpreting these
low-Q data is challenging since it requires careful theoretical treatment of hadronic and
nuclear e↵ects. Recent global PDF analyses, which also include measurements from the
LHC, are inconclusive and can only exclude IC carrying more than a few percent of the
momentum of the proton [37,38].

Reference [28] proposed studying IC by measuring the fraction of Z-boson+jet events
that contain a charm jet, Rc

j

⌘ �(Zc)/�(Zj), in the forward region of proton-proton (pp)
collisions at the LHC. The ratio Rc

j

was chosen because it is less sensitive than �(Zc) to
experimental and theoretical uncertainties. Since Zc production is inherently at large Q,
above the electroweak scale, hadronic e↵ects are small. A leading-order Zc production
mechanism is gc! Zc scattering (see Fig. 1), where in the forward region one of the
initial partons must have large x, hence Zc production probes the valence-like region.
Using next-to-leading-order (NLO) Standard Model (SM) calculations, Fig. 2 illustrates
that a percent-level valence-like IC contribution would produce a clear enhancement in
Rc

j

for large (more forward) values of Z rapidity, y(Z); whereas only small e↵ects are
expected in the central region where all previous measurements of Rc

j

were made [39, 40].
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Figure 1: Leading-order Feynman diagrams for gc! Zc production.
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• An increasingly large portfolio of precise data 
from the LHC experiments is available

• This precision challenges the uncertainty of the 
theoretical predictions, themselves now becoming 
rather precise at NNLO and N3LO for inclusive W 
and Z production

• Progress in understanding the correlated 
experimental uncertainties is essential to  
exploit the real potential of the data 

• Many previous results, fits including - top etc 

• Can learn a lot by looking back, and updating fits 
with the newer data, or additional data sets  

• Complementary data from the LHC 
experiments needs to be considered

• LHC Run 3 is almost upon us

• We need to be ready to meet the challenge of 
the newer, higher precision data that will be 
coming over the next few years

• We should perhaps be thankful that we live in 
such interesting times


