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PROTON SPECTRUM Galactic Cosmic Rays Spectra 
! The all particle spectrum has a (broken) power 

law behavior with few structures: knee, ankle, 
strong suppression at UHE. 

! Changes in chemical composition and origin 
(Galactic/Extra-Galactic) 
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Some questions on CR 

! Hadronic interaction models in 
ground based experiments seem the 
largest source of uncertainty.  

! Gamma rays observations could give 
important insights on the details of 
acceleration (spectrum & maximum 
energy) and propagation.  

! Injection power law and relative abundances p,He  
E

max

(Z) = ZEp

max

! Uncertainty in the knee position of p and He 

! Presence of spectral brakes 



U1 

U2 

Diffusive Shock Acceleration 

Note: the efficiency required (~10% of the 
SNR energy) signals the need for a non 
linear theory of the acceleration process, 
that takes into account the effect of CR on the 
shock itself 

! Diffusion of charged particles back and 
forth through the shock leads to 

 

! Particles are accelerated to a power law 
spectrum 

 
! The slope of the spectrum depends only 

on the shock compression factor, in the 
case of strong shock (M>>1)  Q~E-2 . 

 
! The maximum acceleration energy 

depends only on the diffusion in the 
shock region 
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Maximum Acceleration Energy 
Maximum acceleration energy can be determined comparing the residence time of CR in the 
acceleration region with the relevant time scales of the problem 
 
 
 
using a typical value VsH~104 km/s and the diffusion coefficient in the ISM derived from B/C 
ratio D(E)~1029 cm2/s one gets a maximum energy at GeV level 
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Need for additional turbulence: the effect of CR themselves produces an amplification of 
the turbulent magnetic field locally at the acceleration region (Lagagge and Cesarsky 1983)  

D(E) =
1

3
rL(E)v
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F0(k(E))
F0(k) =

kP (k)

B2
0/8⇡

ratio of the energy density of 
the turbulent field with the 
background B0 

! SN in ISM medium: Emax~2x105 GeV, weakly dependent on the parameters (factor of ten 
difficult to recover) 

! SN in a supergiant wind: Emax ~ 2x106 GeV, almost the right value for protons knee 



Typical size of the observed 
filaments ~ 10-2 parsec 

The emission in filaments is non-
thermal, due to synchrotron of the 
highest energy electrons in the 
accelerator  

Comparison with the observed 
thickness leads to an estimate 
for the local field  

B ' 100µG

From the observational point of view the best evidence of magnetic field amplification 
comes from the X-rays observations 

Magnetic field amplification 



CR Propagation and self generated turbulence   

The decrease of B/C with energy/nucleon is the 
best sign of a rigidity dependent grammage 
traversed by CR on their way out of the galaxy. 
It confirms the picture of a diffusive propagation 
of CR 

�B(E)

�C(E)
/ X(E) / 1

D(E)
/ E��

Cascading to  
smaller scales 

turbulence induced by  
CR streaming 

CR may excite a streaming instability when their 
motion is super-alfvenic. Self generated 
turbulence together with pre-existing one, 
injected by SN and cascading to smaller scales, 
produces the conditions for CR diffusion in a 
non-linear self regulating way.  
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Figure 1. Spectra of protons and helium nuclei for the values of parameters as indicated. The solid
(red) lines show the spectra at the Earth, while the dotted (blue) lines show the spectra in the ISM,
namely before correction for solar modulation. Data points are from PAMELA (open squares) [9],
CREAM (filled squares) [10] and ATIC-2 (open circles) [43].

play the most important role. At high energies, where self-generation of waves
has a negligible e↵ect, the damping time in Fig. 2 equals the result that one
would obtain with a pure Kolmogorov spectrum for W (k) (green long-dashed
line). Finally, the reader should appreciate that in the low energy regime where
advection dominates, the distribution function of CRs has a spatial gradient that
asymptotically vanishes (for E ⌧ 10 GeV), therefore the growth rate also vanishes
in the same regime: CR induced wave growth is present only if CRs drift faster
that Alfvén waves. This is the reason why the expression for the growth rate
that is most commonly found in the literature is �

cr
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cr
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. The latter condition becomes
increasingly more satisfied in realistic calculations when advection of CRs with
the waves becomes prominent. In other words, for very low energies (large values
of k) waves are not generated by CRs but rather produced by the cascading
process from smaller k’s. The self-generated growth appears to be a potentially
very important process for CR propagation only for energies between ⇠ 10 GeV
and ⇠ 1000 GeV.

In the range of energies 10 . E . 200 GeV/n the self-generation is so e↵ective as to
make the di↵usion coe�cient have a steep energy dependence (see below). As a consequence
the injection spectrum that is needed to fit the data is p2q(p) / p�2.2, which is not far from
what can be accounted for in terms of DSA if the velocity of the scattering centers is taken
into account [26, 27, 28]. No break in the injection spectrum is imposed by hand throughout
our calculations.

In Fig. 3 we show the predicted ratio of fluxes of protons and He. The ratio is compared
with the one measured by PAMELA. The agreement between the two is very good, with the
possible exception of the last two high energy points where however the error bars are rather
large. At even higher rigidity, the discrepancy increases, reflecting the fact that our predicted
helium flux is lower than the one measured by CREAM in the TeV range.
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RA & Blasi 2013 

! Proton spectrum is in excellent 
agreement with Pamela and CREAM 
data, with a clear hardening effect 
around 200 GeV/n. 

 
! At high energy He spectrum shows a 

poorer agreement with CREAM 
data, still inside a 20% systematic 
error in the energy determination. 

! The observed ratio p/He is 
reproduced fairly well. Other 
models, based on both simple 
diffusion or reacceleration, do not 
show the same agreement in the 
whole observed energy range. 
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! The ratios of primary/secondary 
and primary/primary obtained self 
consistently reproduce quite well 
experimental observations. 

 
! No need for artificial breaks in the 

injection spectrum and/or diffusion 
coefficient, as in the case of simple 
diffusion models or models with 
second order Fermi re-acceleration.  

RA & Blasi 2013 
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�  ray emission and galactic CR   

! The best change of testing the acceleration models of CR in SNRs is in modeling 
the multi-frequency emission and its morphology of selected SNRs. 

! I will discuss two cases of SNRs that are sufficiently isolated to be modeled as 
individual sources, using them to illustrate the type of information we can gather 
from observations in gamma rays. 

! Note that emissions from the acceleration site bring information about the 
acceleration spectrum, which is typically different from the spectrum that leaves 
the accelerator being injected in the ISM. 

! The spectrum injected in the ISM by the source can be tested observing the 
gamma ray emission from molecular clouds nearby the SNR. I will also address 
this point  discussing two different scenarios in the interplay between SNR and 
cloud. 

! γ-rays produced by CR propagation in the galaxy give rise to the diffuse gamma 
background of the galactic halo, it can be used to test propagation models. "



The case of RXJ1713 

 Bamba et al. (2009);  Aharonian et al. (2004-2007); Abdo et al. (2011) 
! observed in keV, GeV and TeV range 

! an hadronic origin of GeV-TeV emissions 
would easily account for X-ray rims 
observed (B~160 µG) 

! no thermal X-rays: electrons not in thermal 
equilibrium with protons (fast shock)  
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FIG. 1.— The top two panels show the proton number density and the mag-
netic field as a function of distance from the center of the SNR for Model A.
In each of these two panels, the dashed curve is the profile at the beginning
of the simulation and the solid curve is the profile at tSNR = 1630 yr. The
third panel shows the mass within R at t = 0 and the fourth panel shows the
escaping CR number density. The diffusion parameters as defined in Eq. 3
are listed in the fourth panel. Escaping CRs are only followed beyond the FS
and they leave the spherically symmetric simulation freely at the outer radius
of ∼ 16 pc. The sharp dropoff in λCSM within ∼ 9 pc indicated in the bot-
tom panel shows the effect of assuming Bohm diffusion for the trapped CRs.

we could have scaled λCSM with (B/BCSM,0)−βn , or even
a combination of density and magnetic field terms. These are
essentially equivalent parameterizations unless the connection
between background field, ambient density, and wave gener-
ation by streaming CRs is specified. The normalization of
the CSM diffusion coefficient, DCSM,0 = λCSM,0 c/3, can
be estimated from CR propagation studies (see, for example,
Ptuskin et al. 2006; Gabici et al. 2009). For example, with
DCSM,0 = 1027 cm2 s−1, nCSM = 0.01 cm−3, αrg = 0.5,
and βn = 1, λCSM ∼ 1 pc at 1 GeV, consistent with the fits
of Ptuskin et al. (2006). In general, the stronger the diffusion
(i.e., the smaller λCSM) the greater the γ-ray emission will be
in the external material.
The values nuni and nshell are the proton number densities

for the uniformCSM beyond the dense shell and for the dense
shell, respectively. The valuesMshell and Rshell are the mass
of the dense shell and its inner radius, respectively, and Bshell

is the magnetic field in the shell. As shown in Figs. 1 and 3,
we smooth the transition from the pre-SN wind to the dense
shell.
We note that within the FS we assume Bohm diffusion for

the CRs with a mean free path λ ∼ rg which is very much

FIG. 2.— Model A fit to SNR J1713 observations. The different emis-
sion processes are: synchrotron (solid blue curve), IC (dot-dashed pur-
ple curve), pion-decay from trapped CRs (dashed red curve), pion-decay
from escaping CRs ( dotted black curve), and thermal X-rays (solid black
curve). The dashed black curve is the summed emission. The data is from
Acero et al. (2009) (radio), Tanaka et al. (2008) (Suzaku X-rays), Abdo et al.
(2011) (Fermi-LAT), and Aharonian et al. (2011) (HESS). Note that the two
lowest energy Fermi-LAT points are upper limits. For all models we use a
column density of nH = 7.9×1021 cm−2.

smaller than λCSM. This is reflected in the sharp drop in λ
within the FS as shown in the bottom panels of Figs. 1 and 3.

3. RESULTS
3.1. Pre-SN Wind Interaction

For our core-collapse model A, we take the SN explosion
energy to be ESN = 1051 erg, the ejecta massMej = 3M",
and assume a slow, dense, pre-SN wind with a mass-loss rate
dM/dt = 10−5M" yr−1, and wind speed Vwind = 20 km
s−1. Our model is a simplified description that might resem-
ble what happens after an early-type star with a fast wind
creates a large, low-density bubble before evolving into a
red-supergiant with a much slower wind (see, for example,
Chevalier 1999). As we show below, the critical conditions
that result in a good leptonic fit are that the density is rela-
tively low and the B-field in the wind is lower than the normal
ISM field. Other than this, none of our conclusions depend
critically on particular wind parameters.
To determine the unshocked magnetic field as a function

of radius, R, in the pre-SN wind, we take σwind = 0.03
in equation (1). At the assumed age of SNR J1713 (i.e.,
tSNR " 1630 yr), the FS has not yet reached the dense ma-
terial of the swept-up wind. The situation is shown in Fig. 1
where, in the top two panels, the proton number density, np,
and the magnetic field, B, are plotted as functions of radius,
R, from the center of the SNR. The dashed curves in the top
two panels are the density and magnetic field profiles at the
start of the simulation. The solid curves are these profiles at
tSNR = 1630 yr. Parameters have been chosen so the SNR
radius is ∼ 9 pc at tSNR = 1630 yr, consistent with a distance
to SNR J1713 of∼ 1 kpc and an angular size of∼ 60 arcmin.
As seen in the second panel, the pre-SN wind magnetic field
just upstream of the FS, as determined by σwind, is ∼ 0.2µG
at tSNR = 1630yr and this is increased by compression and
amplification to ∼ 10µG immediately downstream.
At a radius beyond the FS, we have placed a dense shell

with a total mass∼ 100M" and the third panel in Fig. 1 gives

LEPTONIC 

Ellison'et'al.'2012'

! a very slow rate of Coulomb interactions heats 
electrons at ~1 keV. No oxygen lines observed, 
very small densities, not efficient pp interactions.   

! leptonic origin of GeV-TeV emissions requires 
high IR light (~20 times than observed) and too 
low B (if compared to X-ray emission). 

! complex environment, future high resolution 
gamma ray observations will distinguish 
different emitting regions.  



Morlino'&'Caprioli'2011'

Steep spectrum hard to 
explain with leptons 

The case of Tycho 

! SNIa exploded in roughly homogeneous 
ISM (regular spherical shape) 

! From X-ray observations B~300 µG 

! Maximum energy protons Emax~500 TeV 

! steep spectrum as a result of finite velocity 
of the scattering centers (Caprioli et al. 2010, 
Ptuskin et al. 2010, Morlino & Caprioli 2011)  

! steep spectrum as a result of medium 
characteristics (inhomogeneity) (Berezhko et al. 
2013) 

! Important example of the credibility level 
of theories based on NLDSA. Space 
resolved gamma ray observations would 
test different theoretical hypothesis 

G. Morlino and D. Caprioli: Strong evidences of hadron acceleration in Tycho’s Supernova Remnant 11
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Fig. 8. X-ray emission due to synchrotron (dashed line) and to
synchrotron plus thermal bremsstrahlung (solid line). Data from
the Suzaku telescope (courtesy of Toru Tamagawa).
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Fig. 9. Projected X-ray emission at 1 keV. The Chandra data
points are from Cassam-Chenaı̈ et al. (2007) (see their Fig. 15).
The solid line shows the projected radial profile of synchrotron
emission convolved with the Chandra point spread function (as-
sumed to be 0.5 arcsec).

tailed model of the line forest is, however, beyond the main goal
of this paper.

The projected X-ray emission profile, computed at 1 keV, is
shown in Fig. 9, where it is compared with the Chandra data in
the region that Cassam-Chenaı̈ et al. (2007) call region W. The
solid curve represents the resulting radial profile, already con-
voluted with the Chandra PSF of about 0.5 arcsec, and shows a
remarkable agreement with the data. As widely stated above, the
sharp decrease of the emission behind the FS is due to the rapid
synchrotron losses of the electrons in a magnetic field as large
as ∼ 300µG. In Fig. 9 we also plot the radial radio profile com-
puted without magnetic damping (dashed line); since the typical
damping length-scale is ∼ 3 pc, it is clear that the non-linear
Landau damping can not contribute to the determination of the
filament thickness.

It is worth stressing that the actual amplitude of the mag-
netic field we adopt is not determined to fit the X-ray rim profile,
but it is rather a secondary output, due to our modelling of the
streaming instability, of our tuning the injection efficiency and
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Fig. 10. Synchrotron emission calculated by assuming constant
downstream magnetic field equal to 100 (dotted line), 200
(dashed line) and 300 µG (solid line). The normalization of the
electron spectrum is taken to be Kep = 1.6 × 10−3 for all the
curves.

the ISM density in order to fit the observed gamma-ray emis-
sion (see the discussion in §3). We in fact checked a posteriori
whether the corresponding profile of the synchrotron emission
(which, in shape, is also independent on Kep), were able to ac-
count for the thickness of the X-ray rims and for the radio profile
as well.

4.3. Radio to X-ray fitting as a hint of magnetic field
amplification

Another very interesting property of the synchrotron emission is
that a simultaneous fit of both radio and X-ray data may provide
a downstream magnetic field estimate independent of the one
deduced by the rims’ thickness.

In fact, assuming Bohm diffusion, the position of the cut-off
frequency observed in the X-ray band turns out to be indepen-
dent of the magnetic field strength, actually depending on the
shock velocity only.

On the other hand, if the magnetic field is large enough to
make synchrotron losses dominate on ICS and adiabatic ones,
the total X-ray flux in the cut-off region depends only on the
electron density, in turn fixing the value of Kep independently
of the magnetic field strength. Moreover, radio data suggest the
slope of the electron spectrum to be equal to 2.2 at low energies,
namely below Eroll $ 200 GeV. Above this energy the spectral
slope has in fact to be 3.2 up to the cut-off determined by setting
the acceleration time equal to the loss time, as discussed in §2.5.

In Fig. 10 we plot the synchrotron emission from the down-
stream, assuming a given magnetic field at the shock and ne-
glecting all the effects induced by damping and adiabatic expan-
sion. The three curves correspond to different values of B2 =
100, 200 and 300µG, while the normalization factor Kep is cho-
sen by fitting the X-ray cut-off and it is therefore the same for all
curves. As it is clear from the figure, in order to fit the radio data
the magnetic field at the shock has to be >∼ 200µG, even in the
most optimistic hypothesis of absence of any damping mecha-
nism acting in the downstream.

As a matter of fact, synchrotron emission alone can provide
an evidence of ongoing magnetic field amplification, indepen-
dently of any other evidence related to X-ray rims’ thickness or

Morlino'&'Caprioli'2011'



�   rays from isolated SNR – quick summary   

! The pion peak has not been seen so far (only in molecular clouds this feature seems 
observed, see later) 

! The discrimination between leptonic models (ICS) and hadronic models (π0 decay) 
can be achieved just observing the spectrum only with high angular resolution. 
Different parts of the SNR may have different spectra reflecting a different origin or/
and the presence/absence of nearby targets (molecular clouds, see later). This may be 
the case of RXJ1713.  

! Extension of the observations to high energies can provide an evidence of a cut-off in 
the PeV region (but low probability of finding a suitable SNR for this observations).  

Problematic spectra 
The non linear theory of DSA (as well as the test 
particle theory) all predict CR spectra close to E-2 and 
even harder than E-2 at E>100 GeV. Possible issue if 
compared with  

!  gamma ray spectra from selected SNR 
 
!  CR anisotropy (requires D(E)~E0.75), may be 

ameliorated by the effect of self induced 
turbulence  

Caprioli'et'al.'2011'



ESCAPE FLUX FROM 
BOUNDARY 

ESCAPE FROM SNR 
AFTER EXPANSION 

Escape of CR from accelerator 

CR injected in the ISM are the superposition of  
 
! particles escaped during the Sedov-Taylor phase (emission peaked on pmax) 

! particles released in the ISM after expansion 

Escape is the physical phenomenon that 
transforms accelerated particles into CR. 

Caprioli'et'al.'2009'



Ackermann)et)al.)2013)

�  ray emission from molecular clouds   

! Firm observation of the pion bump 
 

! SN close to molecular clouds are very 
interesting laboratories to investigate 
CR propagation around sources and 
escape from sources. 

pp ! ⇡0 ! ��



SNR'
Shock'

Shock inside the cloud 

! the shock becomes collisional on scales 
 
 
! It slows down since it feels the matter in 

the cloud, particle already accelerated 
escape streaming away and interacting  
with matter in the molecular cloud. 

� ⇥ 1
ncloud⇥mol

� 1010
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Shock outside the cloud 
SNR'
Shock'

! the spectrum of particles that reaches the 
cloud has a low energy cut-off time 
dependent  

n(E) = ns(E) exp
�
� r2

4D(E)T

⇥

! γ-rays produced by CR with E>Emin 
reproduce the CR spectrum 

! γ-rays emission in this case could 
give direct information on the 
escaped flux of CR. 



�   rays from molecular clouds – quick summary   

! Escape is the weak link between acceleration and CR observed on earth. High 
energy particles injected by the source are the sum of “escaped” and “released” 
particles. 

! The two contributions to the injected spectrum (i.e. from escaped particles and 
particles released after the end of expansion) can be disentangled looking at the 
gamma ray emission from clouds. 

 
! The study of these emissions can also give important insights on the CR 

propagation inside clouds, most likely on self-generated turbulence, and on the 
diffusion topology. 



Diffuse gamma rays & antiprotons 
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Figure 9. Spectrum of protons in the ISM (thick red line) compared with the spectrum of CRs as
inferred from gamma ray observations of clouds in Ref. [31] (shaded area).

well make the spectra harder rather than steeper, depending on wave helicity in the shock
region.

If the di↵usion coe�cient is self-generated, as discussed in the present paper, the steep
di↵usion coe�cient at & 200 GV is due to CRs themselves, and a relatively flat injection
spectrum is required Q(E) / E�� with � = 2.1� 2.2, that can in principle be accounted for
with a mild e↵ect of scattering centers. At energies higher than a few hundred GeV/n, the
spectra of individual elements harden so as to make their slope ⇠ � + 1/3 if the cascade of
waves occurs within the framework of a Kolmogorov cascade. It is quite possible that this
scenario may also solve the puzzle of low anisotropy observed at & TeV energies, although
in order to address this issue one has to take into account the discrete nature of sources
[23, 24, 25].

4.5 The case of clouds in the Gould’s belt

Two recent papers [31, 32] have stimulated much discussion since they indirectly confirmed
that the spectrum of CRs with energy 10 . E . 200 GeV may be steeper than previously
thought, and with a slope compatible with the one quoted by PAMELA in the same energy
region. The two papers are based on the analysis of the gamma ray emission detected by the
Fermi-LAT from selected clouds in the Gould’s belt, located appreciably above and below
the Galactic disc. The density in the clouds is large enough that the main contribution to
the gamma ray emission comes from the generation and decay of neutral pions in inelastic
hadronic collisions of CRs with gas in the clouds. The authors of [31] find that the slope of
the CR spectrum averaged over all the clouds in the sample is ⇠ 1.9 below ⇠ 10 GeV and
⇠ 2.9 at CR energies 10 . E . 200 GeV. The limited Fermi-LAT statistics at high energies
does not allow the authors to probe the energy region where, according to PAMELA, there
should be an additional spectral break.

The low energy behavior of the spectrum inferred by [31] has stimulated much debate
since the authors suggest that the e↵ects of solar modulation might be larger than usually
thought. This suggestion is mainly motivated by the rather large discrepancy between the
CR spectrum inferred from the gamma ray fluxes from clouds and the PAMELA flux of
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! The proton spectrum in the 
ISM compare well with the 
flux inferred from gamma ray 
observations of clouds in the 
Gould’s belt. 

! The galactic gamma ray 
emissivity is well reproduced 
in shape and within 40% 
accuracy in normalization 
(geometrical factor). 

! Given the uncertainties on 
the anti-proton cross section 
production, the observed 
anti-proton flux is very well 
reproduced.   

RA, Blasi, Serpico (in preparation) 
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P. FACAL SAN LUIS et al. THE DISTRIBUTION OF SHOWER MAXIMA OF UHECR AIR SHOWERS
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Figure 1: The resolution ofXmax obtained using events recorded
simultaneously from two FD stations, compared to a detailed
Monte Carlo simulation.

face Detector (SD) has 1660 water detector stations ar-
ranged in a 1.5 km triangular grid and sensitive to the
shower particles at the ground. The FD has 27 tele-
scopes overlooking the SD, housed in 5 different stations,
recording UV light emitted in the de-excitation of nitro-
gen molecules in the atmosphere after the passage of the
charged particles of a shower. The shower geometry is re-
constructed from the arrival times of the data. The number
of fluorescence photons emitted is proportional to the en-
ergy deposited in the atmosphere by the shower. Using the
shower geometry and correcting for the attenuation of the
light between the shower and the detector, the longitudinal
profile of the shower can be reconstructed. This profile is
fitted to a Gaisser-Hillas function [7] to determine Xmax

and the energy of the shower [8].
We follow the analysis already reported in [6]. We consider
only showers reconstructed using FD data and that have at
least a signal in one of the SD stations measured in coinci-
dence. The geometry for these events is determined with an
angular uncertainty of 0.6◦ [9]. The aerosol content in the
atmosphere is monitored constantly during data taking [10]
and only events for which a reliable measurement of the
aerosol optical depth exists are considered. Also the cloud
content is monitored nightly across the array and periods
with excessive cloud coverage are rejected. Furthermore,
we reject events with a χ2/Ndf greater than 2.5 when the
profile is fitted to a Gaisser-Hillas, as this could indicate the
presence of residual clouds. The total statistical uncertainty
in the reconstruction of Xmax is calculated including the
uncertainties due to the geometry reconstruction and to the
atmospheric conditions. Events with uncertainties above
40 g/cm2 are rejected. We also reject events that have an
angle between the shower and the telescope smaller than
20◦ to account for the difficulties of reconstructing their
geometry and for their high fraction of Cherenkov light. Fi-
nally, in order to reliably determine Xmax we require that
the maximum has been actually observed within the field
of view of the FD. 15979 events pass this quality selection.
Another set of cuts is used to ensure that the data sample is
unbiased with respect to the cosmic ray composition. Since
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Figure 2: 〈Xmax〉 (top panel) and RMS (Xmax) (bottom panel)
as a function of the energy. Data (points) are shown with the
predictions for proton and iron for several hadronic interaction
models. The number of events in each bin is indicated. Systematic
uncertainties are indicated as a band.

we require data from at least one SD station, we place an
energy dependent cut on both the shower zenith angle and
the distance of the SD station to the reconstructed core so
the trigger probability of a single station at these energies
is saturated for both proton and iron primaries.
Finally, requiring that the shower maximum is observed
means that, for some shower geometries, we could intro-
duce a composition dependent bias in our data. This is
avoided using only geometries for which we are able to
observe the full range of theXmax distribution.
At the end 6744 events (42% of those that pass the quality
cuts) remain above 1018 eV. The systematic uncertainty
in the energy reconstruction of the FD events is 22% The
resolution in Xmax is at the level of 20 g/cm2 over the en-
ergy range considered. This resolution is estimated with a
detailed simulation of the detector and cross-checked using
the difference in the reconstructedXmax when one event is
observed by two or more FD stations (Fig. 1).

3 Results and discussion

In Fig. 2 we present the updated results for 〈Xmax〉 and
RMS (Xmax) using 13 bins of ∆ logE = 0.1 below
1019 eV and ∆ logE = 0.2 above. An energy depen-
dent correction ranging from 3.5 g/cm2 (at 1018 eV) to
−0.3 g/cm2 (at 7.2 ·1019 eV, the highest energy event) has
been applied to the data to correct for a small bias observed
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simultaneously from two FD stations, compared to a detailed
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face Detector (SD) has 1660 water detector stations ar-
ranged in a 1.5 km triangular grid and sensitive to the
shower particles at the ground. The FD has 27 tele-
scopes overlooking the SD, housed in 5 different stations,
recording UV light emitted in the de-excitation of nitro-
gen molecules in the atmosphere after the passage of the
charged particles of a shower. The shower geometry is re-
constructed from the arrival times of the data. The number
of fluorescence photons emitted is proportional to the en-
ergy deposited in the atmosphere by the shower. Using the
shower geometry and correcting for the attenuation of the
light between the shower and the detector, the longitudinal
profile of the shower can be reconstructed. This profile is
fitted to a Gaisser-Hillas function [7] to determine Xmax

and the energy of the shower [8].
We follow the analysis already reported in [6]. We consider
only showers reconstructed using FD data and that have at
least a signal in one of the SD stations measured in coinci-
dence. The geometry for these events is determined with an
angular uncertainty of 0.6◦ [9]. The aerosol content in the
atmosphere is monitored constantly during data taking [10]
and only events for which a reliable measurement of the
aerosol optical depth exists are considered. Also the cloud
content is monitored nightly across the array and periods
with excessive cloud coverage are rejected. Furthermore,
we reject events with a χ2/Ndf greater than 2.5 when the
profile is fitted to a Gaisser-Hillas, as this could indicate the
presence of residual clouds. The total statistical uncertainty
in the reconstruction of Xmax is calculated including the
uncertainties due to the geometry reconstruction and to the
atmospheric conditions. Events with uncertainties above
40 g/cm2 are rejected. We also reject events that have an
angle between the shower and the telescope smaller than
20◦ to account for the difficulties of reconstructing their
geometry and for their high fraction of Cherenkov light. Fi-
nally, in order to reliably determine Xmax we require that
the maximum has been actually observed within the field
of view of the FD. 15979 events pass this quality selection.
Another set of cuts is used to ensure that the data sample is
unbiased with respect to the cosmic ray composition. Since
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Figure 2: 〈Xmax〉 (top panel) and RMS (Xmax) (bottom panel)
as a function of the energy. Data (points) are shown with the
predictions for proton and iron for several hadronic interaction
models. The number of events in each bin is indicated. Systematic
uncertainties are indicated as a band.

we require data from at least one SD station, we place an
energy dependent cut on both the shower zenith angle and
the distance of the SD station to the reconstructed core so
the trigger probability of a single station at these energies
is saturated for both proton and iron primaries.
Finally, requiring that the shower maximum is observed
means that, for some shower geometries, we could intro-
duce a composition dependent bias in our data. This is
avoided using only geometries for which we are able to
observe the full range of theXmax distribution.
At the end 6744 events (42% of those that pass the quality
cuts) remain above 1018 eV. The systematic uncertainty
in the energy reconstruction of the FD events is 22% The
resolution in Xmax is at the level of 20 g/cm2 over the en-
ergy range considered. This resolution is estimated with a
detailed simulation of the detector and cross-checked using
the difference in the reconstructedXmax when one event is
observed by two or more FD stations (Fig. 1).

3 Results and discussion

In Fig. 2 we present the updated results for 〈Xmax〉 and
RMS (Xmax) using 13 bins of ∆ logE = 0.1 below
1019 eV and ∆ logE = 0.2 above. An energy depen-
dent correction ranging from 3.5 g/cm2 (at 1018 eV) to
−0.3 g/cm2 (at 7.2 ·1019 eV, the highest energy event) has
been applied to the data to correct for a small bias observed

May 31, 2012  42

UHECR Symposium, Feb. 2012

1022

1023

1024

1025

1018 1019 1020

E3  J
(E

) (
eV

2  m
-2

 s
-1

 s
r-1

)

E (eV)

Auger 2013
TA 2012

HiRes 2007

CR at Ultra High Energies 
! HiRes-TA points toward a pure proton 

composition at all energies.   

! Auger observes an increasing heavy 
composition at the highest energies 



R. Aloisio, V. Berezinsky, and A. Gazizov / Astroparticle Physics 00 (2012) 1–19 8

10
17

10
18

10
19

10
20

10
21

10
-2

10
-1

10
0

Akeno-AGASA

 η
total

 η
ee

γ
g
=2.7

 

m
od

ific
at

io
n 

fa
ct

or

E, eV

10
17

10
18

10
19

10
20

10
21

10
-2

10
-1

10
0

 η
total

HiRes I - HiRes II

 η
ee

γ
g
=2.7

 

m
od

ific
at

io
n 

fa
ct

or

E, eV

10
17

10
18

10
19

10
20

10
21

10
-2

10
-1

10
0

Yakutsk

 η
total

 η
ee

γ
g
=2.7

 

m
od

ific
at

io
n 

fa
ct

or

E, eV
E, eV

18
10

19
10

20
10 2110

m
od

ifi
ca

tio
n 

fa
ct

or

-210

-110

1

=2.6
g

γ

TA MD

TA SD

ee
η

total
η

Figure 4. The predicted pair-production dip in comparison with Akeno-AGASA, HiRes, Yakutsk and Telescope Array (MD and SD) data
[16]. All these experiments confirm the dip behavior with good accuracy, including also the data of Fly’s Eye [16] (not presented here).

denominator of Eq. (16) compensate or cancel each other,
the dip in terms of the modification factor is a less model
dependent physical quantity than the spectrum. In fact
the dip is determined mostly by the interaction of protons
with CMB photons and it depends mainly on the CMB
spectrum and the di↵erential cross-section of e+e� pair-
production. In particular it depends weakly on the spec-
tral index of the generation spectrum. In Fig. 3 curves are
plotted for 2.1  �

g

 3.0 with a step ��

g

= 0.1, and
uncertainties are seen as thickness of the curves.

Modification factors in Fig. 3 are presented for the case
of no cosmological evolution of the sources, which is usu-
ally described by a factor (1 + z)m up to zmax. The inclu-
sion of evolution may noticeably change the modification
factor, but in fact it allows to improve the agreement of
the dip with data due to additional free parameters m and
zmax (see Fig. 14 of Ref. [15]).

Thus, a remarkable property of the dip in terms of mod-
ification factor is its universality. The dimensionless mod-
ification factor ⌘(E) remains the same with various phys-
ical phenomena being included in calculations [15, 17]:
discreteness in the source distribution (distance between
sources may vary from 1 Mpc to 60 Mpc), di↵erent modes
of propagation (from rectilinear to di↵usive), local over-
density or deficit of sources, large-scale inhomogeneities in
the sources distribution, some regimes of cosmological evo-

lution of sources (most notably those observed for AGN)
and fluctuations in the interactions. The phenomenon
which modifies the dip significantly is the possible pres-
ence of more than 15% of nuclei in the primary radiation.
Therefore, the shape of the proton dip in terms of modifi-
cation factor is determined mostly by the interaction with
CMB.

Above the theoretical modification factor was discussed.
The observed modification factor, according to definition,
is given by ratio of the observed flux Jobs(E) and unmod-
ified spectrum Junm(E) / E

��g , defined up to normaliza-
tion as:

⌘obs / Jobs(E)/E��g
. (17)

Here �

g

is the exponent of the generation spectrum

Qgen(Eg

) / E

��g
g

in terms of initial proton energies E

g

.
Fig. 4 shows that both the pair production dip and the
beginning of the GZK cuto↵ up to energy 100 EeV are re-
liably confirmed by experimental data of Akeno-AGASA,
HiRes, Yakutsk and TA [16].

The comparison of the theoretical dip with observa-
tional data includes only two free parameters: exponent
of the power-law generation spectrum �

g

(the best fit cor-
responds to �

g

= 2.6 � 2.7) and the normalization con-
stant to fit the e+e�-production dip to the measured flux.
The number of energy bins in the di↵erent experiments is

8

Dip Model  

Berezinsky et al (2002) - RA et al.  (2007-2012) 

In the energy range 1018 - 5x1019 eV the spectrum  
behavior is a signature of the pair production process  
of UHE protons on the CMB radiation field. 

the protons footprint 



1021

1022

1023

1024

1025

1018 1019 1020 1021

E
3
 J

(E
) 

(e
V

2
 m

-2
 s

-1
 s

r-1
)

E (eV)

γg(A>4)=1.0, γg(p,He)=2.7

Emax=3Zx1019 eV

p

He

CNO

MgAlSi

Fe

 10

 20

 30

 40

 50

 60

 70

1018 1019 1020

σ
(X

m
a
x)

 (
g
/c

m
2
) 

E (eV)

 650

 700

 750

 800

 850

1018 1019 1020

<
X

m
a
x>

 (
g
/c

m
2
) 

E (eV)

EPOS
Sybill

QGSJet1
QGSJet2

 RA, Blasi, Berezinsky (2013) 

Two types of extra-galactic sources:  
!  light component steep injection (γg>2.5) 

 

!  heavy component flat injection (γg<1.5) 

!  Maximum energy Emax < few 1019 eV  

L0 = nUHELUHE ' 1044
erg

Mpc3y

L0 = nUHELUHE ' 1047
erg

Mpc3y

Mixed Composition  



Production of secondary   � ⌫
Cascade upper limit 

CASCADE UPPER LIMIT
V.B. and A.Smirnov 1975

e − m cascade on target photons :

{
γ + γtar → e+ + e−

e + γtar → e′ + γ′

EGRET: ωobs
γ ∼ (2 − 3) × 10−6eV/cm3 .

ωcas >
4π
c

∫ ∞

E

EJν(E)dE >
4π
c

E

∫ ∞

E

Jν(E)dE ≡ 4π
c

EJν(> E)

E2Iν(E) <
c

4π
ωcas.

E−2 − generation spectrum : E2Jνi(E) <
c

12π
ωcas

ln Emax/Emin
, i = νµ + ν̄µ etc.

Fermi-LAT data 
ωcas= 5.8x10-7 eV/cm3 6

FIG. 5: Range of allowed evolution parameters, m and zmax, for extended reference models with fixed Emax = 1× 1021 eV (left
panel) and Emax = 1× 1022 eV (right panel). The cascade energy density ωcas is shown as function of m by the solid lines for
the ankle model (αg = 2.0), and dashed lines for the dip model (αg = 2.6). The numbers on the lines show zmax. The allowed
parameters correspond to part of the curves below ωmax

cas = 5.8× 10−7 eV/cm3 shown by the red horizontal line.

use extreme values for the model parameters. Choosing
the parameters for the model in the lower-right corner
(the curve marked 1022) we try to reach the sensitivity
of JEM-EUSO. Since a soft spectrum increases ωcas, we
choose the hard spectrum with αg = 2.0, while Emax

should be as large as possible. By other words we search
for the extension of the ankle reference model with al-
lowed evolution and large Emax. We choose Emax =
1 × 1022 eV, with zmax = 2 and evolution parameter
m = 3. Normalized to the HiRes data, this model has
ωcas = 3.3×10−7 eV/cm3, i.e. is somewhat below the cas-
cade limit (see also Fig. 5). For such values, the neutrino
flux is marginally detectable by JEM-EUSO.
In the lower-left corner (the curve marked 1020) we aim

to cosmogenic neutrino detection by IceCube. Here we
should increase the low-energy tail of the neutrino flux
and suppress the pair-produced cascade radiation. To
that end, we use αg = 2.0 with strong evolution to en-
hance the flux of low-energy neutrinos. The maximum
acceleration energy can be low, e.g. Emax = 1× 1020 eV.
Moreover, we choose evolution with m = 3.0 and zmax =
6.0, which results in ωcas = 5.5 × 10−7 eV/cm3

≈ ωmax
cas .

As our calculations show, the flux is only marginally de-
tectable by IceCube even for these extreme parameters.
The two models above demonstrate that even for ex-

treme assumptions cosmogenic neutrinos remain unde-
tectable by existing detectors such as Auger, and could
be only marginally observed by IceCube and by future
detectors JEM-EUSO and Auger-North (with sensitivity
to neutrinos 5–6 times higher than Auger-South).
The observation of radio emission from neutrino-

induced air showers provides an effective method for the
detection of low fluxes of cosmogenic neutrinos from the
highest energy part of their spectrum. The upper limit
on UHE cosmogenic neutrino flux from the most restric-
tive experiment of this type, ANITA, is shown in Fig. 3

(Gorham et al. [18]). Recently, several particles with
energies above 1 × 1019 eV have been detected there
[20]. The high energy threshold is a disadvantage of this
method. In the recently proposed ARIANNA detector
[21], the threshold might be lowered to about 1017 eV
while monitoring 900 km2 of Antarctic ice.

A very sensitive instrument for UHE neutrino detec-
tion has been proposed in the project LORD (Lunar Or-
bital Radio Detector) [22], where a detector on a lunar
satellite can observe the neutrino-produced radio-signal
from lunar regolith. The sensitivity of this instrument,
as estimated by the authors of the project, should be suf-
ficient for the measurement of the cosmogenic neutrino
fluxes shown in Fig. 3 by curves 1021.

Before concluding, we would like to compare the re-
sults of this investigation to the ones of Ahlers et al. [23]
that appeared after ours in the arXiv. While the main
goal of our work was to derive an upper limit on the cos-
mogenic neutrino flux, the authors of Ref. [23] aimed at
exploring the allowed parameter space of UHECR mod-
els, notably of those predicting maximal neutrino fluxes.
These authors used as their criterion for the rejection
of UHECR models ωmax

cas = 5.8× 10−7 eV/cm3 from our
calculations, and thus the derived maximally allowed cos-
mogenic neutrino fluxes should coincide. The largest cos-
mogenic neutrino fluxes presented in Fig. 4 of Ref. [23] are
very similar to our fluxes obtained in the extreme mod-
els with strong cosmological evolution (e.g. the curve 1022

in Fig. 3), both exceeding our reference cases (αg = 2.6
and αg = 2.0 without evolution) by an order of mag-
nitude at E ∼ 1018 ÷ 1019 eV. It is noteworthy that a
much stronger cosmological evolution was considered in
the calculations of Ref. [23]. Among other differences, the
authors of Ref. [23] assumed that the IceCube sensitiv-
ity extends up to 1019 eV, while we used Emax = 1017 eV
following Ref. [19].
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Assuming an E-2 neutrino flux , the  
cascade limit can be expressed in  
terms of the energy densities of  
photons and e+e- initiated cascades  

The cascade upper limit constrains the  
source parameters: cosmological evolution, 
injection power law and maximum  
acceleration energy.  
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Gelmini, Kalashev, Semikoz  (2012) 

 0.1

 1

 10

 100

 1000

106 108 1010 1012 1014 1016 1018 1020

jE
2 , e

V 
cm

-1
 s

-1
 s

r-1

E, eV

Figure 5: Fluxes of primary protons (blue), secondary photons (magenta) and neutrinos summed
over flavors (red) for the dip model with Emin = 1017 eV, Emax = 1021 eV, α = 2.45 and m = 3.5,
which is the best (largest p-value) model of Fig. 4.b (with the First-Year Fermi VHE γ-ray spectrum,
shown in black in the figure) and is forbidden in Fig. 4.c (with the spectrum of Ref. [27], shown in
red in the figure). The dot-dashed magenta line shows the lower VHE photon flux predicted using the
older evaluation of the EBL of Ref. [46]. The HiRes UHECR spectrum is also shown (in black). The
flux of photons produced only in the GZK process is also shown (dotted line), which shows that the
majority of neutrinos come from pair production.

the HiRes spectrum below Efit and the measured extragalactic VHE gamma-ray fluxes are

taken as upper limits to the predicted proton and gamma-ray fluxes respectively. Namely,

if the predicted proton fluxes below Efit and VHE gamma-ray fluxes exceed their respective

measured values, they are included in the calculation of the χ2. If not, they are not included

(so the number of data points in the calculation changes in principle with each model). In

this step we combine the high energy cosmic ray bins with number of event smaller than 5

into bins containing more than 5 events to ensure that Pearson’s χ2 statistics is valid. We

keep only models with a p-value p > 0.05 = 10−1.30. For these models, using the same

fixed value of f we calculate separately the goodness of fit for the bins with small number

of events. Namely, we compute the Poisson likelihood function for the given value of f . We

then compute using a Monte Carlo technique the goodness of the fit or p-value defined as

the fraction of generated hypothetical experiments (observed spectra) with the same average

number of evens (i.e. the predicted number) in each bin which results in a worse, namely

a lower Poisson likelihood than the original one. This procedure for large number of events

in each bin is equivalent to taking the χ2 distribution without free parameters. Only if the

second p value obtained in this way is also larger than 0.05 the model is accepted (notice

that a higher p value corresponds to a better fit, since more hypothetical experimental results

would yield a worse fit than the one we obtained). In this way we eliminate those models

which are inconsistent with the HiRes observed spectrum above Efit and upper limits on the
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Figure 3: Extragalactic Fe scenario with source spectral index α = 2.0 and Emax =
5200 EeV. Indicated are the propagated CR spectrum and the resulting (all flavor)
neutrino fluxes, as well as the neutrino background due to n-decays alone.

from free nucleons (see discussion in [15]). Hence, nuclei scenarios give rise to PeV
neutrinos by photopion production of UV/optical/IR photons but at a level which
is not expected to be larger than that achievable in proton scenarios.

To illustrate the predictions from a heavy composition scenario we show in fig. 3
a case corresponding to Fe only sources with a source spectrum α = 2.0 and a
maximum Fe energy of 5200 EeV (corresponding to rigidities R ≡ E/Z < 200 EV,
with Z the charge of the nucleus), following the GRB2 source redshift evolution. We
also show separately the neutrino fluxes arising from the neutron decays, where the
bound from eq. (4) can be seen to hold. The main contribution to the PeV neutrino
fluxes arises from the interactions with UV/optical/IR radiation backgrounds.

We note that the EeV neutrino peak strongly depends on the assumed maximum
Fe energy at the source, and considering lower maximum energies can drastically re-
duce this peak (which essentially disappears for Emax < 1000 EeV, corresponding to
E/A < 20 EeV). This would however not affect in a significant way the expectations
for the PeV neutrinos in these Fe scenarios.

Figure 4 shows instead the results obtained in a scenario having a mixture of p
and Fe and a low energy cutoff (Emax = 5Z EeV), inspired in the ‘disappointing’

9

UHE nuclei suffer photo-pion production 
on CMB only for energies above AEGZK . 
The production of gamma and neutrino 
strongly depends on the nuclei maximum 
energy. UHE neutrino production practically  
disappears in models with maximum nuclei  
acceleration energy Emax< 1021 eV.  

γ,ν from UHE nuclei 

!  at E>1017 eV dominant interaction on CMB 
background 

!  gamma flux from pair production  
!  Fermi-LAT observations constrain neutrino 

fluxes (cosmological evolution, maximum 
acceleration energy). 

γ,ν from UHE protons 

Roulet, Sigl, van Vliet, Mollerach  (2013) 



 from distant AGN    �
The observed high energy gamma ray signal by distant blazars may be 
dominated by secondary gamma rays produced along the line of sight by the 
interaction of UHE protons with background photons. This hypothesis solves 
the problems connected with the flux observed by too distant AGN.   

Ferrigno, Blasi, De Marco (2004) Essey, Kalashev, Kusenko, Beacom (2009-13) 

The spectrum of the final cascade is universal. The EM cascade behaves as a sort of 
calorimeter that redistribute the initial energy into gamma rays (and neutrinos) with 
a given spectrum. 
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Fig. 1.— Comparison of the predicted spectra with the HESS data for three blazars: pan-
els (a) and (b) show model prediction and the data for 1ES 0229+200 (Aharonian et al.

2007b); panels (c) and (d)) show the predicted spectrum and the data for 1ES 0347-
121 (Aharonian et al. 2007a); panels (e) and (f) show the model prediction and the data

for 1ES 1101-232 (Aharonian et al. 2007c). The Fermi upper limits shown at lower energy
were derived from the data by Neronov & Vovk (2010). Panels on the left show the pre-

diction for “high” EBL, while panels on the right show the prediction for the “low” EBL.
The“high” EBL is from the model of Stecker et al. (2006), while the “low” EBL is the result
of scaling down of “high” EBL to the level of 40%. (This range encompasses all published

models.)
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Fig. 1.— Comparison of the predicted spectra with the HESS data for three blazars: pan-
els (a) and (b) show model prediction and the data for 1ES 0229+200 (Aharonian et al.

2007b); panels (c) and (d)) show the predicted spectrum and the data for 1ES 0347-
121 (Aharonian et al. 2007a); panels (e) and (f) show the model prediction and the data

for 1ES 1101-232 (Aharonian et al. 2007c). The Fermi upper limits shown at lower energy
were derived from the data by Neronov & Vovk (2010). Panels on the left show the pre-

diction for “high” EBL, while panels on the right show the prediction for the “low” EBL.
The“high” EBL is from the model of Stecker et al. (2006), while the “low” EBL is the result
of scaling down of “high” EBL to the level of 40%. (This range encompasses all published

models.)
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Fig. 1.— Comparison of the predicted spectra with the HESS data for three blazars: pan-
els (a) and (b) show model prediction and the data for 1ES 0229+200 (Aharonian et al.

2007b); panels (c) and (d)) show the predicted spectrum and the data for 1ES 0347-
121 (Aharonian et al. 2007a); panels (e) and (f) show the model prediction and the data

for 1ES 1101-232 (Aharonian et al. 2007c). The Fermi upper limits shown at lower energy
were derived from the data by Neronov & Vovk (2010). Panels on the left show the pre-

diction for “high” EBL, while panels on the right show the prediction for the “low” EBL.
The“high” EBL is from the model of Stecker et al. (2006), while the “low” EBL is the result
of scaling down of “high” EBL to the level of 40%. (This range encompasses all published

models.)

The shape of the spectrum is fixed by the 
EBL, the overall height is proportional to 
the product of UHECR luminosity and the 
level of EBL. 

The effect of different Emax is to change the 
relative contribution of the different 
reactions to the flux of secondaries. If Emax 
is large (>10 EeV) interaction on CMB 
domina te s , o the rwise pho to -p ion 
production on EBL plays a role (provided 
that Emax>108 GeV).  

Essey, K
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usenko, B
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 (2011) 
gamma rays (HESS) 



Conclusions  
Gamma ray observations are of paramount importance in CR physics. Only 
through a multiple messengers analysis we can really validate theoretical models.   

Acceleration 
!  γ-rays from isolated SNR provide important test of the NLDSA paradigm (best 

example so far: Tycho) 
!  γ-rays from molecular clouds nearby SNR test the CR flux escaping the accelerator 
 
Propagation 
!  Diffuse galactic γ-ray background and γ-rays emission from GMC gives information 

about the galactic spectrum of CR (in particular at low energy unaffected by solar 
modulation) 

Galactic CR 

!  γ-rays extragalactic diffuse flux could help in solving the alleged discrepancy in the 
Auger and Telescope Array observations. 

!  γ-rays from isolated AGN can be related to the UHECR produced in the AGN, giving 
a direct link with an acceleration site. 

ExtraGalactic CR 


