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Motivation

Mattia Fornasa (University of Nottingham) 1

Looking for the cumulative emission produced by Dark Matter (DM) 
annihilations/decays in the Diffuse Gamma-Ray Emission (DGRB)	

!
• unresolved sources	

!

• signal depends on the average properties of DM (sub)halos	

!

• tightly connected with astrophysics	

!
• study of anisotropies can be more 	

informative than focusing on intensity	

!
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units of 10-7 erg cm-2s-1sr-1, 24 months, 100 MeV-10 GeV 	
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The Diffuse Gamma-Ray Background (DGRB)
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Comparison to older measurements.

> In agreement with published spectrum.
> Error bars predominantly systematic. Apparent features in the spectrum are 

NOT significant.
> Possible spectral softening at high energies ?

16

Fermi LAT - 44 months, preliminary 

M. Ackermann’s talk at the 4th Fermi Symposium

• residual emission after subtraction of Galactic foreground and 
point-sources	

!

• multicomponent fit to Fermi-LAT data (0.2-820 GeV) in the region 
|b|>10 deg	

!

• compatible with power-law energy spectrum with a slope of -2.4, 
possible softening at high energies	
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The nature of the DGRB
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• unresolved counterparts of the detected sources (blazars, star-
forming galaxies, radio galaxies, ...)	

!

• population studies (possibly at higher frequencies) estimate the 
unresolved component	

!

• room for additional classes of sources	
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Sum of contributions from unresolved sources.

> Total contribution from FSRQ + BL Lac + Radio galaxies + Star-forming galaxies: ~ 
50% - 80%

> Keep in mind: ~ 30% foreground modeling uncertainty not included in EGB error 
bands 

25

M. Ackermann’s talk at the 4th Fermi Symposium
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Figure 5: Cross section h�vi limits on dark matter annihilation into bb̄ final states. The
blue regions mark the (90, 95, 99.999)% exclusion regions in the MSII-Sub1 �2(z) DM
structure scenario (and for the other structure scenarios only 95% upper limit lines). The
absorption model in Gilmore et al. [68] is used, and the relative e↵ect if instead using the
Stecker et al. [69] model is illustrated by the upper branching of the dash-dotted line in
the MSII-Res case. Our conservative limits are shown on the left and the stringent limits
on the right panel. The grey regions show a portions of the MSSM7 parameter space
where the annihilation branching ratio into final states of bb̄ (or bb̄ like states) is > 80%.
See main text for more details.

It is not always direct to compare di↵erent works on DM annihilation cross section
limits; di↵erent physics assumptions, di↵erent analysis methods and di↵erent data sets
are often used. We will anyway make a comparison to a few other DM constraints, as to
put our cosmological DM results into context. With the MSII-Sub2 case our cross section
limits are among the strongest indirect detection limits presented to date, but this setup
is admittedly a WIMP structure scenario that might be overly optimistic. The structure
and substructure description applied in our BulSub scenario as well as the strict analysis
procedure is similar to what was used in the Fermi analysis of Galaxy clusters [13] and
(with the exception of no additional inclusion of substructure) the Fermi analysis of dwarf
galaxies [8], see also [7]). It is therefore worthwhile to compare those analyses with our
BulSub scenario with the strict upper limit calculation procedure. Our bb̄ cross section
limits are, in this perspective, comparable to the ones presented in the Fermi analysis
of dwarf galaxies [8] and somewhat stronger than the constraints from galaxy clusters
in [13]. For hadronic annihilation channels, cosmic-rays, especially antiproton data, can
provide comparable limits [82]. Such limits are, however, associated with additional un-
certainties due the uncertainties related to charged particle propagation in the Galaxy.
In the preparation of this paper, Fermi-LAT data was used in [10, 11] to set cross section
limits on Galactic DM induced gamma-rays. In these two papers, their data analysis

18

Abdo et al. (2010)
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Anisotropies in the DGRB
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• quantifies the fluctuations in a 2D map 	

!

• complementary information than intensity energy spectrum	

!

• Poisson power spectrum (constant in multipole) that depends on 
the number of sources	

!
• photon noise (again Poisson-like)	


7

FIG. 3: Angular power spectrum of the CGB from unresolved
blazars expected from the EGRET data. Contributions from
Poisson term, CP

l , and the correlation term, CC
l with bB = 1

(bB = bQ(z)), are shown by the dotted and dashed (dot-
dashed) curves, respectively. The total contribution is shown
as the solid curve for bB = 1

FIG. 4: The same as Fig. 3 but for the CGB anisotropy ex-
pected from GLAST data.

Figs. 3 and 4. We find that these results are quite sim-
ilar to the case of bB = 1. This is because at low red-
shift, z ! 0.5, the quasar bias is close to 1, and the main
contribution to the CGB from blazars comes also from
relatively low-redshift range. Once again, we note that
the quasar bias [Eq. (21)] is significantly different from
the bias inferred from the X-ray AGN observation, which
indicated stronger clustering [53, 54, 55]. Therefore, one
should keep in mind that a wide range of the blazar bias,
possibly up to ∼ 5, is still allowed. Hereafter, we adopt
bB = 1 as our canonical model, and note that CC

l simply
scales as b2

B.

V. DISTINGUISHING DARK MATTER
ANNIHILATION AND BLAZARS

The main goal in this paper is to study how to dis-
tinguish CGB anisotropies from dark matter annihila-
tion and from blazars. The current uncertainty in the
blazar bias would be the source of systematic errors, but
this can be reduced significantly by several approaches,
such as the upgraded and converged bias estimations of
AGNs from the other wavebands, direct measurement
of the blazar bias from the detected point sources by
GLAST [46], and the CGB anisotropy at different ener-
gies where the contribution from dark matter annihila-
tion is likely to be small.

A. Formulation for the two-component case

The total CGB intensity is the sum of dark matter
annihilation and blazars:

ICGB(E, n̂) = IB(E, n̂) + ID(E, n̂), (22)

⟨ICGB(E)⟩ = ⟨IB(E)⟩ + ⟨ID(E)⟩, (23)

where the subscripts B and D denote blazar and dark
matter components, respectively. The expansion coeffi-
cients of the spherical harmonics are given by

aCGB
lm =

∫

dΩn̂

ICGB(E, n̂) − ⟨ICGB(E)⟩

⟨ICGB(E)⟩
Y ∗

lm(n̂)

=

∫

dΩn̂

δIB(E, n̂) + δID(E, n̂)

⟨ICGB(E)⟩
Y ∗

lm(n̂)

≡ fBaB
lm + fDaD

lm, (24)

where δIB,D ≡ IB,D − ⟨IB,D⟩, fB,D ≡ ⟨IB,D⟩/⟨ICGB⟩.
These fB and fD are the fraction of contribution from the
blazars and dark matter annihilation to the total CGB
flux, and we have the relation fB + fD = 1. There-
fore, aB,D

lm is defined as the coefficient of the spherical
harmonic expansion if each component is the only con-
stituent of the CGB flux, the same definition as in the
previous sections or of AK06. The total angular power
spectrum, CCGB

l = ⟨|aCGB
lm |2⟩, is therefore written as

CCGB
l = f2

BCl,B + f2
DCl,D + 2fBfDCl,BD, (25)

Ando & Komatsu (2006)
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Fermi-LAT measurement of anisotropies
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• Galactic foreground and point sources are 
masked not subtracted 	

!

• 22 months of data (4 energy bins between 1 
and 50 GeV)	

!

• signal region between multipole 155 and 504	

 	

• significance of the detection ranges from 7.1 
to 2.4	
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FIG. 4: Expanded versions of top panels of Fig. 3, focusing on the high-multipole angular power.

TABLE II: Best-fit values of the angular power CP and fluctuation angular power CP/⟨I⟩
2 in each energy bin over the multipole

range 155 ≤ ℓ ≤ 504. Results are shown for the data processed with the default analysis pipeline, the foreground-cleaned data,
the data analyzed with the 2FGL source mask, and the default simulated model. Significance indicates the measured angular
power expressed in units of the measurement uncertainty σ; the measurement uncertainties can be taken to be Gaussian.

Emin Emax CP Significance CP/⟨I⟩
2 Significance

[GeV] [GeV] [(cm−2 s−1 sr−1)2 sr] [10−6 sr]

DATA 1.04 1.99 7.39 ± 1.14× 10−18 6.5σ 10.2 ± 1.6 6.5σ

1.99 5.00 1.57 ± 0.22× 10−18 7.2σ 8.35 ± 1.17 7.1σ

5.00 10.4 1.06 ± 0.26× 10−19 4.1σ 9.83 ± 2.42 4.1σ

10.4 50.0 2.44 ± 0.92× 10−20 2.7σ 8.00 ± 3.37 2.4σ

DATA:CLEANED 1.04 1.99 4.62 ± 1.11× 10−18 4.2σ 6.38 ± 1.53 4.2σ

1.99 5.00 1.30 ± 0.22× 10−18 6.0σ 6.90 ± 1.16 5.9σ

5.00 10.4 8.45 ± 2.46× 10−20 3.4σ 8.37 ± 2.41 3.5σ

10.4 50.0 2.11 ± 0.86× 10−20 2.4σ 7.27 ± 3.36 2.2σ

DATA:2FGL 1.04 1.99 5.18 ± 1.17× 10−18 4.4σ 7.23 ± 1.61 4.5σ

1.99 5.00 1.21 ± 0.28× 10−18 5.3σ 6.49 ± 1.22 5.3σ

5.00 10.4 8.38 ± 2.72× 10−20 3.1σ 7.67 ± 2.54 3.0σ

10.4 50.0 8.00 ± 9.57× 10−21 0.8σ 2.28 ± 3.52 0.6σ

MODEL 1.04 1.99 1.89 ± 1.08× 10−18 0.7σ 2.53 ± 1.47 1.7σ

1.99 5.00 1.92 ± 2.10× 10−19 0.9σ 0.99 ± 1.12 0.9σ

5.00 10.4 3.41 ± 2.60× 10−20 1.3σ 3.04 ± 2.34 1.3σ

10.4 50.0 0.62 ± 9.63× 10−21 0.1σ 0.24 ± 3.02 0.1σ

lar power. We further note that the best-fit value of the
fluctuation angular power over all four energy bins (see
§VII and Table IV) yields a detection with greater than
10σ significance for the default data.

For the 1–2 GeV and 2–5 GeV energy bands the clean-
ing procedure results in a significant decrease in the an-
gular power at low multipoles (ℓ < 105), and a smaller
reduction at higher multipoles. However, the decrease is
small for ℓ ≥ 155, and angular power is still measured at
all energies, at slightly lower significances (see Table II).
We emphasize that the detections in the three energy
bins spanning 1–10 GeV remain statistically significant,
and the best-fit fluctuation angular power over all en-

ergy bins is detected at greater than 8σ significance. For
energies above 5 GeV the foreground cleaning does not
strongly affect the measured angular power spectrum for
ℓ ≥ 55. At all energies the decrease in angular power
at low multipoles can be attributed to the reduction of
Galactic foregrounds which feature strong correlations on
large angular scales. We conclude that contamination of
the data by Galactic diffuse emission does not have a sub-
stantial impact on our results at the multipoles of inter-
est (ℓ ≥ 155). This conclusion is in agreement with that
of Ref. [39], which found that the Galactic foregrounds
have a rapidly declining angular power spectrum above
ℓ ∼ 100.

Ackermann et al. (2012)
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FIG. 1: All-sky intensity maps of the data in the four energy bins used in this analysis, in Galactic coordinates; the map
projection is Mollweide. The data shown are the average of the maps of the front- and back-converting events, and are shown
unmasked (left panels) and with the default mask applied (right panels). The mask excludes Galactic latitudes |b| < 30◦ and
a 2◦ angular radius around each source in the 1FGL catalog. The map images shown have been downgraded in resolution to
Nside = 128 to improve the visual quality of the images; however, the analysis was performed on the higher resolution maps as
described in the text.

23

TABLE IV: Energy dependence of angular power for 155 ≤ ℓ ≤ 504 in each energy bin for the data processed with the
default analysis pipeline and the Galactic-foreground–cleaned data. The best-fit constant value of the fluctuation angular
power ⟨CP/⟨I⟩

2⟩ over 1–50 GeV is obtained by weighted averaging of CP/⟨I⟩
2 of the four energy bins. The best-fit parameters

and associated χ2 per degree of freedom (d.o.f.) are given for fits of the fluctuation angular power to CP/⟨I⟩2 = AF(E/E0)−ΓF

and the differential intensity angular power to CP/(∆E)2 = AI(E/E0)
−ΓI , with E0 = 1 GeV. The value of AI is given in terms

of AI/AI,0 where AI,0 = 10−18 (cm−2 s−1 sr−1 GeV−1)2 sr.

⟨CP/⟨I⟩2⟩ AF ΓF χ2/d.o.f. AI/AI,0 ΓI χ2/d.o.f.

[10−6 sr] [10−6 sr]

DATA 9.05 ± 0.84 9.85 ± 1.73 0.076 ± 0.139 0.41 45.1 ± 7.8 4.79 ± 0.13 0.19

DATA:CLEANED 6.94 ± 0.84 6.31 ± 1.44 −0.082 ± 0.158 0.12 29.4 ± 6.6 4.66 ± 0.15 0.035
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FIG. 20: Anisotropy energy spectra of the data. Top: Fluc-
tuation anisotropy energy spectrum. The data are consistent
with no energy dependence over the energy range considered,
although a mild energy dependence is not excluded. Bottom:
Differential intensity anisotropy energy spectrum. The energy
dependence is consistent with that arising from a single source
population with a power-law intensity energy spectrum with
spectral index Γs = 2.40±0.07 for the default data (2.33±0.08
for the cleaned data).

distinct contributors to the emission [45]. Because the
fluctuation angular power characterizes only the angular
distribution of the emission, independent of the intensity
normalization, it is exactly energy-independent for a sin-
gle source class as long as the members of the class have

the same observed energy spectrum. In general, the fluc-
tuation angular power of a single source class may show
energy dependence due to large variation of the energy
spectra of individual sources within a population, and,
for cosmological source classes, the effects of redshifting
and attenuation of high-energy gamma rays by the extra-
galactic background light (EBL). Redshifting and EBL
attenuation is expected to be important only for popula-
tions for which a significant fraction of the observed in-
tensity originates from high-redshift members, with EBL
attenuation relevant only at observed energies of several
tens of GeV. All of these effects are most prominent when
the source spectra have hard features such as lines or cut-
offs; smoothly-varying source spectra, such as power-law
energy spectra, typically generate more mild energy de-
pendence in the fluctuation angular power.
The fluctuation anisotropy energy spectrum of the

data is shown in the top panel of Fig. 20. The fluctuation
angular power CP/⟨I⟩2 in each energy bin was obtained
by weighted averaging of the unbinned fluctuation angu-
lar power spectrum over 155 ≤ ℓ ≤ 504, weighting the
measured angular power at each multipole by its mea-
surement uncertainty; these values are reported in Ta-
ble II. Each point is located at the logarithmic center of
the energy bin.
A power-law fit of the fluctuation angular power as a

function of energy CP/⟨I⟩2 ∝ E−ΓF yields ΓF = 0.076±
0.139 (−0.082 ± 0.158 for the cleaned data), consistent
with no energy-dependence over the energy range con-
sidered. The best-fit constant value of CP/⟨I⟩2 across all
four energy bins is 9.05±0.84×10−6 sr (6.94±0.84×10−6

sr for the cleaned data). The results of these fits for the
data with and without foreground cleaning are summa-
rized in Table IV, along with the results for the energy de-
pendence of the intensity angular power, discussed below.
The lack of a clear energy dependence in the fluctuation
angular power is consistent with a single source class pro-
viding the dominant contribution to the anisotropy and
a constant fractional contribution to the intensity over
the energy range considered, although due to the large
measurement uncertainties contributions from additional
source classes cannot be excluded. This is especially true
for sources whose contribution to the intensity peaks at
E >∼ 10 GeV. Furthermore, due to the coarseness of the
energy binning, this analysis is not sensitive to features

Ackermann et al. (2012)



DM-induced anisotropies
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E=4 GeV, Mmin=10-6M⊙, mχ=200 GeV, σv=3x10-26cm3s-1 (annihilation), mχ=2 TeV, τ=2x1027s (decay), b quarks	

Fornasa et al. (2012)

Characterization of Dark-Matter-induced anisotropies in the diffuse gamma-ray background 7

Figure 3. All-sky maps of the gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and DM decay (right panels).
The figure shows the emission of all DM (sub)halos down to the resolution limit of the MS-II (EG-MSII component). In the upper row only nearby structures
(z < 0.01) are considered, while in the second row the emission up to z = 2 is considered. In the last row we plot the emission from all extragalactic (sub)halos
(resolved and unresolved) down to Mmin = 10−6M⊙/h with the LOW subhalo boost (see text for details). In all cases, annihilation or decay into b quarks is
assumed: for annihilating DM, mχ = 200 GeV with a cross section of 3× 10−26cm3s−1, while for decaying DM, mχ = 2 TeV with a lifetime of 2 × 1027s. The
photon yield receives contributions from prompt emission and IC off the CMB photons (see Sec. 2). In each map we subtract the all-sky average intensity of
that component, after moving to a logarithmic scale. Note the different scales in the first row.

where rs is the scale radius of the host halo given in kpc7. We note
that this implies that halos of all masses have the same radial de-
pendence of fs, only rescaling it to the particular size of the halo.
This is partially supported by the mass-independent radial distri-
bution of subhalos found in simulations (e.g. Angulo et al. 2008).
Using Eq. 10, Sánchez-Conde et al. (2011) found that Bann < 2 for
the MW dwarf spheroidals, while Bann ∼ 30 − 60 for galaxy clus-
ters (integrating up to the tidal and virial radius, respectively). In
both cases, the morphology of the total gamma-ray emission com-
ing from the halo is modified since the subhalo contribution makes
the brightness profile flatter and more extended.

For the case of annihilating DM, we account for the contri-
bution of unresolved subhalos by implementing the procedure of
Sánchez-Conde et al. (2011) in two different ways:

7 The value of 3.56 is chosen so that, for the MW halo in Via Lactea II,
Eqs. 10 and 9 are identical.

• for the subhalos of unresolved main halos we integrate
Fann(M)Bann(M) to compute the total luminosity from Mmin to Mres.
The result of this integral is then used to boost up the emission
of main halos in the MS-II with a mass between 1.39 × 108 and
6.89 × 109M⊙/h.

• for subhalos belonging to main halos that are resolved in the
simulation we boost up the luminosity of each halo by the mass-
dependent boost Bann(M) (i.e. the integral of Bann(M, r) up to the
virial radius). If the halo is extended, in addition to a total lumi-
nosity boost, we assume a surface brightness profile as given by
Bann(M, r). We need to apply a correction to this procedure since
these equations account for subhalos from a minimum mass Mmin
up to the mass of the main halo M, whereas subhalos with masses
above Mres are resolved and already accounted for in the simula-
tion (they belong to the EG-MSII component). To correct for this
double-counting, we simply compute (and subtract) the emission
due to subhalos down to a minimal mass equal to Mmin = Mres.

c⃝ 0000 RAS, MNRAS 000, 000–000

Characterization of Dark-Matter-induced anisotropies in the diffuse gamma-ray background 9

Figure 4. All-sky map of the galactic gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and decay (right
panels). In the first row, we show the emission from the smooth MW halo, while the contribution of resolved subhalos in the Aquarius Aq-A-1 halo (GAL-AQ
component) is shown in the second row. The maps on the last row indicate the total galactic emission accounting for the MW smooth halo and its (resolved and
unresolved) subhalos down to Mmin = 10−6M⊙/h (for the LOW subhalo boost). As in Fig. 3, mχ = 200 GeV, the cross section is 3 × 10−26cm3s−1 and Bb = 1
for the left panels, while mχ = 2 TeV with a lifetime of 2× 1027s and Bb = 1 for the right ones. The intensity includes contributions from prompt emission and
IC with the CMB photons (see Sec. 2). For the emission of the MW smooth halo we also consider IC with the complete ISRF, as well as hadronic emission.
The non-prompt emission alone is shown in the smaller panels overlapping with the maps of the first row. In each map we subtract the all-sky average intensity
of that component, after moving to a logarithmic scale. Note the different scale in the different panels.

along the line of sight up to a distance of 583 kpc (∼ 2.5 r200 of Aq-
A-1). This distance marks the transition between our galactic and
extragalactic regimes and it is selected because the Aq-A-1 halo is
still simulated with high resolution up to this radius, and it there-
fore provides a better representation of the outermost region of the
MW halo than the MS-II. For the smooth component, in addition
to the prompt emission and secondary emission from IC scatter-
ing with the CMB photons, we also consider the emission due to
IC scattering with the complete InterStellar Radiation Field (ISRF)
provided in Moskalenko et al. (2006) as well as hadronic emission
from interactions with the interstellar gas (see Appendices A and
B for details). The first row in Fig. 4 shows the gamma-ray emis-
sion from DM annihilation (left panel) and decay (right panel) in
the smooth MW halo. The secondary emission correlated with the
MW ISRF and the interstellar gas can be seen along the galactic
plane and is plotted independently in the small panels overlapping
with the maps of the first row.

4.2 The Milky Way subhalos (GAL-AQ and GAL-UNRES)

This section focuses on the contribution of galactic subhalos, deal-
ing with i) subhalos that are resolved in the Aq-A-1 halo, (which we
refer to as the GAL-AQ component) and ii) subhalos with masses
below the mass resolution of AQ (which we call the GAL-UNRES
component). As we did in Sec. 3.1, we use the subhalo catalog to
compute the luminosity of each object from its Vmax and rmax val-
ues10. Only subhalos with more than 100 particles are considered,
resulting in an “effective” AQ mass resolution of 1.71 × 105M⊙.
The gamma-ray intensity in a given direction Ψ is then obtained by
summing up the contribution from all subhalos encountered along
the line of sight, up to a distance of 583 kpc. The GAL-AQ compo-

10 As in the case of extragalactic (sub)halos, we correct the values of Vmax
and rmax for numerical effects (see Sec. 3.1).

c⃝ 0000 RAS, MNRAS 000, 000–000
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!
• Fermi-LAT APS measurement improves our 
knowledge of unresolved blazars (<24% of the 
DGRB intensity)	

!

DM-induced angular power spectrum

Mattia Fornasa (University of Nottingham)
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Figure 13. Total intensity APS of the gamma-ray emission from DM annihilation (color lines) or decay (black line) in extragalactic and galactic (sub)halos.
The blue and red lines correspond to the LOW and HIGH subhalo boosts, respectively, so that the filled grey area between them corresponds to the uncertainty
due to the subhalo boost, for a fixed value of Mmin. The red (blue) shaded area around the red (blue) solid line indicates the uncertainty in changing the value
of Mmin from 10−12 to 1 M⊙/h, for the LOW (HIGH) case. The solid black line shows the prediction for a decaying DM candidate and the small black shaded
area, appearing as a thickening of the solid black line, indicating the uncertainty in changing Mmin from 10−12 to 1 M⊙/h. The APS is measured in the energy
bin between 2 to 5 GeV. The observational data points with error bars refer to the measurement of the APS as given in Ackermann et al. (2012a). A region of
30◦ around the galactic plane has been masked and the APS has been binned with a binsize of ∆ℓ = 50. The DM candidates are described in Sec. 2.

tected by Fermi-LAT since its intensity APS is too low. A more rig-
orous comparison (coupled with a scan over a reasonable set of DM
models and using a broader energy range) is still required in order
to derive more conclusive statements. Based on the energy spec-
tra of the DM candidates considered here relative to the measured
IGRB (see Fig. 6), the APS of the 2-5 GeV energy band shown in
Fig. 13 is likely not the optimal choice for setting constraints, but
it should be considered as an example for the comparison between
the Fermi-LAT data and our predictions.

It is also important to note that the majority of the IGRB emis-
sion is expected to be produced by standard astrophysical unre-
solved sources, such as blazars, star-forming galaxies and pulsars.
Thus, a complete study of the IGRB emission can only be per-
formed with a model that also includes these contributions. In this
case, the so-called “energy anisotropy spectrum”, i.e. the fluctua-
tion APS at a fixed multipole but as a function of the energy, is a
particularly useful observable since it has been shown that mod-
ulations in the energy anisotropy spectrum may mark transitions
between regimes where different classes of sources are responsi-
ble for the bulk of the IGRB intensity (Siegal-Gaskins & Pavlidou
2009).

In any case, the study of the IGRB energy spectrum and of its
anisotropies are not the only tools one can resort to for the study
of the IGRB nature. For instance, in Xia et al. (2011) the authors
compute the cross-correlation of the Fermi-LAT data with the an-
gular distribution of objects detected in different galaxy surveys.
Assuming that these objects represent the detected counterparts of
unresolved astrophysical sources contributing to the IGRB, they
used the cross-correlation measurement to put constraints on the
IGRB composition. Moreover, Dodelson et al. (2009), Baxter et al.
(2010) and Malyshev & Hogg (2011) showed that the analysis of

the probability distribution of the photon counts can be used ef-
ficiently to distinguish a DM signal from a cumulative emission
of astrophysical sources in the IGRB data. In principle, the maps
produced in the present paper represent unique tools to extend the
techniques exploited in Xia et al. (2011) and Dodelson et al. (2009)
by including a possible DM contribution.
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FIG. 16. The same as Fig. 11, but for the limits obtained
from the Galactic subhalos (dashed); extragalactic halos (dot-
dashed); and the sum of the two (solid). The dot-dashed line
is the same as the solid line in Fig. 11. The dotted lines show
the Galactic-subhalo limits from each of four energy bins.

V. CONCLUSIONS

In this paper, we have used the angular power spec-
trum of DGRB recently detected in the 22-month data of
Fermi-LAT [27] to place limits on the annihilation cross
section of dark matter particles as a function of dark
matter masses. As dark matter annihilation occurs in
all cosmological halos and subhalos, our model includes
all the contributing terms in the extragalactic halos, the
Galactic subhalos, and the cross correlation between dark
matter annihilation and blazars. The smooth Galactic
component is predicted to be sub-dominant in the high
Galactic region (|b| > 30 deg) and is ignored.

We have revised our earlier model of the extragalac-
tic contribution by including the results from recent
numerical simulations of the subhalo distribution [29].
Combined with the model of the Galactic subhalos of
Ref. [20], we find that the Galactic and extragalac-
tic contributions are comparable to each other. The
cross correlation with blazars is important for annihi-
lation cross sections smaller than the canonical value
(h�vi . 3⇥ 10�26 cm3 s�1).

By comparing our model with the upper limit on the
non-blazar contribution to the angular power spectrum of
DGRB [28], we find upper limits on the annihilation cross
section as a function of dark matter masses as shown
in Fig. 16. The current limit from anisotropy excludes
regions of h�vi & 10�25 cm3 s�1 at the dark matter mass
of 10 GeV, which is only a factor of three larger than the

FIG. 17. Density-squared profiles of a host halo (dotted);
subhalos (solid); and a host-subhalo cross-term (dashed). The
mass of the host halo is M = 1014 M� and the redshift is
z = 0. The virial radius is 1.2 Mpc and the scale radius is
210 kpc.

canonical value. The limits are weaker for larger dark
matter masses. The first limits from DGRB anisotropy
that we find in this paper are already competitive with
the best limits in the literature.

Our limits will improve as Fermi collects more data.
At the same time, an improvement in the analysis can
significantly improve our limits. Currently, the angular
power spectrum on large angular scales, ` < 155, is not
used because of a potential contamination by the Galac-
tic foreground emission (such as pion decay). As the
angular power spectrum of DGRB from dark matter an-
nihilation, C` (without multiplying by `2), rises towards
low multipoles, including the low-multipole data will sig-
nificantly improve the limits. This line of investigation
(i.e., a better characterization and removal of the Galac-
tic foreground) should be pursued.
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Figure 2: 95% CL limits on the annihilation cross section for the b¯b channel.

Figure 3: 95% CL limits on the annihilation cross section for the µ+µ�
channel.
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Measuring anisotropies with CTA
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Ripken et al. (2012)

• studies performed within 1 fov with isotropic hadronic and 
electronic background 	

!

• total number of events sets the photon noise	

!

• mock maps produced with a specific (reference) APS: can CTA 
detect such APS?	

!

10-4
10-3
10-2
10-1
100
101
102
103
104
105
106

 10  100  1000

l(l
+1

)C
l/2
π

l

(a) PSF
σpsf = 0.1 deg
σpsf = 0.2 deg

isotropic

10-4
10-3
10-2
10-1
100
101
102
103
104
105
106

 10  100  1000

l(l
+1

)C
l/2
π

l

(b) FOV
σfov = 0.5 deg
σfov = 3.0 deg

10-4
10-3
10-2
10-1
100
101
102
103
104
105
106

 10  100  1000

l(l
+1

)C
l/2
π

l

(c) Signal to Noise
fsig = 1.0
fsig = 0.8
fsig = 0.6
fsig = 0.4
fsig = 0.2
isotropic

fits

Figure 2: Top left: Effect of the PSF on the recovered APS. The slope of the input
spectrum is s = 0.5. The PSF widths are σpsf = 0.1◦ (red band) and σpsf = 0.2◦ (blue
band). Top right: Effect of the fov on the APS for a pure background (isotropic) event
list, with σpsf = 0.05◦. The width σfov is increased in steps of 0.5, in the range from
σfov = 0.5◦ (red) to σfov = 3.0◦ (blue). Bottom: Influence of the signal fraction fsig
on the recovered APS for an input slope of s = 0.5; background events are distributed
isotropically. Dotted lines show the APS in case of a vanishing PSF and fov distortion.

to the PSF width σpsf and given by ℓs ≈ 180◦/σpsf. This effect can be corrected if σpsf
(or the full PSF shape in the non-Gaussian case) is known [1], although at the expense
of an increasing uncertainty of the recovered APS. In the forward-folding approach that
we are using here this is, however, not necessary, since the model is directly convolved
with the PSF before comparison with the (simulated) data (see Section 4).

Due to a finite fov, anisotropies at a scale larger than the fov will be suppressed.
This is illustrated in the top-right panel of Fig. 2, where the APS of an isotropic
(background-only) event list is shown for different fov. A larger fov allows to explore
larger scales and thus lower multipoles. The minimum resolvable multipole is approxi-
mately given by ℓmin ≈ 180◦/σfov.

The bottom panel of Fig. 2, instead, illustrates the effect of different signal-to-
background fractions fsig. The background is produced mainly by two different processes:

– 6 –
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Figure 3: Influence of the observation strategy on the APS. Shown are the recovered
APS for an input spectrum with slope s = 0.5 and for 103 (red), 105 (green), and 107

(blue) events distributed in a single fov (dark colors) or 10 different fov (light colors).
In all cases, the APS are normalized to the corresponding noise level, which is shown by
the solid black lines. The dotted lines show the input APS for the 107 events cases.

Fig. 3 illustrates that in the limit of high statistics (the 107 events case), having
multiple fov indeed decreases the error on the APS, indicating that the measurement
is cosmic variance limited, and the sensitivity is thus improved. In the limit of low
statistics (103 events), instead, the error is approximately unchanged indicating that
the Poissonian noise is comparable or dominates over the cosmic variance. In this case
the sensitivity is worsened or remains unchanged. Finally, the 105 events case is inter-
mediate giving a marginal improvement in sensitivity. A quantitative numerical study
of this effect in a realistic scenario with background is presented in the next section.
Approximate analytical formulae are given in Appendix A.

3 Benchmark instrumental setups and cosmic-ray backgrounds

In the following, we simulate two instrument types motivated in the first case by the
characteristics of the current generation instruments such as H.E.S.S., MAGIC, and
VERITAS, and in the second case by the expected properties of CTA. We also consider
two threshold observation energies (100GeV and 300GeV) which have different signal-
to-background ratios (see below and next section).

For the current generation instruments the performances below 1TeV typically
degrade rapidly in energy and we thus consider only a threshold of 300 GeV. Above
300 GeV, an effective area of 105 m2 (after selection cuts which improve the fraction of

– 8 –
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Sensitivity to DM 
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Ripken et al. (2012)

• model APS from astrophysics only to CP=10-5	

!

• what is the contribution of DM to DGRB 
required to detect a deviation from the expected 
model APS?	

!

• mock maps produced with a specific (reference) 
APS: can CTA detect such APS?	


Ripken et al. (2012)
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Figure 4: Comparison between the recovered APS for a pure astrophysical case with
Cℓ = CA

P = 10−5 (blue bands) and a case with 46% of the total radiation originating
from self-annihilating DM with Cℓ = CDM

P = 10−3 (red bands). An observation with a
CTA-like telescope system of 1000 h on a single target (left column) and of 10 × 100 h
splitted on 10 different targets (right column) is considered. The upper row refers to an
energy threshold of 100 GeV an the lower row to 300 GeV. The two cases in each panel
refer to background rates of 10Hz and 100Hz for 100 GeV, and 1Hz and 10Hz for 300
GeV. The size of the fov is σfov = 5◦. The lines describe the estimated noise levels.

observations of 100 h each is just a factor of 2 worse compared to a continuous 1000 h
single target observation, and roughly equivalent to a full 300 h observation of a single
target. Following the discussion at the end of section 2.2, this means that, even with
CTA we will not be in the regime of statistics where multiple fov produce a reduction
of the errors, but in the regime where the errors are comparable or slightly larger than
the single fov observation. The implications of this result are, nonetheless, extremely
important, since in practice the observation of a single target for 1000 h is practically
not feasible (apart perhaps the Galactic Center over several years), and the observation
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Figure 5: Left: Sensitivity of CTA on the DM self-annihilation cross section ⟨σv⟩ as
a function of the DM particle mass mχ, for an energy threshold of 100GeV, 300 h (or
10 × 100 h) observation time, σfov = 5◦, and 10Hz background rate (corresponding to
∼ 30% of the IGRB in Table 2). Solid lines correspond to the model of [51] including
DM annihilation in DM sub-halos, while dashed lines refer to the more conservative
case of no sub-halos giving a sensitivity approximately a factor of 10 worse. We consider
different annihilation channels, i.e., bb (red), τ+τ− (green), and µ+µ− (blue) final states.
See text for more details and for the assumed instrumental characteristics. Right: Same
as above for an energy threshold of 300GeV, 300 h (or 10× 100 h) observation time, and
1Hz background rate (corresponding to ∼10% of the IGRB in Table 2).

observed with CTA and comparable with achievable limits using clusters observations
with CTA can be reached [27].

5 Discussion and Conclusions

With a simplified MC setup, we have investigated the key aspects of the capability
of ground-based gamma-ray observatories with small fov (i.e. imaging air Cherenkov
telescopes) to observe anisotropies in the diffuse gamma-ray background. In particular,
we have studied the effects of the angular resolution (PSF), the field of view, and of the
hadron-background rejection efficiency, which are found to be crucial characteristics for
a good sensitivity to detect angular anisotropies.

Using benchmark detector configurations representing realistic setups for the present
generation experiments like H.E.S.S., MAGIC, and VERITAS, and the forthcoming
CTA, and using realistic expectations for the anisotropies from self-annihilating dark
matter and from astrophysical sources, we have studied the sensitivity to detect a DM
component through an analysis of angular anisotropies. We find that with an observa-
tion time of ∼1000 h and background rates of ∼ 10Hz above 100GeV and 1Hz above
300GeV, CTA will reach sensitivities of the order of ∼ 10% to a relative contribution

– 16 –

Observation 
time [h] Back. rate [Hz] Sensitivity

100 1 (10) 30% (>46%)
300 1 (10) 15% (>46%)

1000 1 (10) 8% (30%)

10x100 1 (10) 15% (>46%)

Ripken et al. (2012)
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• anisotropies in gamma-ray emission is a very rich and informative 
observable (both for DM and astrophysics)	

!

• data are available from Fermi-LAT and have been successfully used 
to extract information on astrophysical sources and to put 
constraints on DM	

!
• preliminary studies on CTA potential to detect APS (and it almost 
comes for free)	

!
• sensitivity to DM is encouraging 	
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APS constraints on blazars
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• Sbreak and α: parameters modelling unresolved blazars dN/dS	

!
• Poisson APS constraints are stronger than the one from DGRB intensity  	

!

• Fermi-LAT APS measurement improves our knowledge of unresolved 
blazars (<24% of the DGRB intensity)	

!
!
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FIG. 3. Left: Constraints on blazar logN-log S parameters (break flux, Sb, and faint-end slope, α) from the intensity and
anisotropy of the IGRB. Regions in which blazars provide 100% of the observed IGRB anisotropy and mean intensity in the
1–10 GeV energy band are shown; the widths of the regions indicate the 68% confidence intervals. Below these regions blazars
overproduce the anisotropy and mean intensity. Labeled contours show the fraction of the blazar contribution to the IGRB
intensity. The best-fit 1σ parameter region from the Fermi source count analysis [4] is marked, along with the best-fit Sb [4]
(dot-dashed line). Right: expanded view around the region of parameter space in the left panel where blazars contribute 100%
of both the measured IGRB anisotropy and intensity.

foreground-cleaned data, which yields CP,data = (11.0 ±
1.2)× 10−18 (cm−2 s−1 sr−1)2 sr. This value can be di-
rectly compared with the predicted value derived above.
The two values are compatible at the 1σ level so that
unresolved blazars can account for all of the observed
anisotropy. We discuss this point further in the next sec-
tion. The 2σ upper limit on the non-blazar anisotropy is

C2σ
P,U = (CP,data−CP,pred)+ 2×

√

δC2
P,data + δC2

P,pred =

3.3× 10−18 (cm−2 s−1 sr−1)2 sr.

Using the best-fit logN -logS, we also compare the pre-
dicted CP with the anisotropy measurements in the four
energy bands used in Ref. [5] (Table I). In this case we use
the rescaling method described above to calculate both
the predicted mean values and their uncertainties. The
derived 2σ upper limits on the level of residual anisotropy
in each energy bin are reported in Table I and shown in
Fig. 2. These limits can be used to constrain models
of astrophysical or exotic source populations, based on
their predicted level of anisotropy. We note that the un-
certainties, and, except for the 1–10 GeV case, the central
values for CP,pred used to derive these limits rely on the
rescaling method described above, and thus on the as-
sumption of an average index for the sources. However,
we find that varying γ from 2.2 to 2.6 produces only a
small change of order ∼ 10%.

Finally, as a technical remark, we emphasize that the
use of the dimensionful intensity angular power, rather
than the dimensionless fluctuation angular power, con-

veniently avoids the need to treat contamination of the
anisotropy measurement by possible residual Galactic
diffuse emission or instrumental backgrounds. These
backgrounds are, to good approximation, isotropic, or
vary only on large angular scales, and thus their con-
tribution to the intensity angular power spectrum ap-
pears only at multipoles far below the range used to
measure the angular power reported in [5]. As stated
previously, in the following, when discussing the IGRB
intensity IIGRB we consider the measurement given in [3].

V. CONSTRAINTS ON UNRESOLVED

BLAZARS

We now explore more generally the parameter space
of the logN -logS function to determine the region that
is compatible with the measured anisotropy, intensity,
and source count data. We define the parameter space
of the source count distribution by the position of the
break flux, Sb, and the faint-end slope, α, of the logN -
logS function at fluxes below the break flux. We fix the
normalization and slope of the logN -logS at high fluxes,
as the efficiency in detecting point sources at high fluxes
is ∼ 1, and thus these parameters are well-determined
(i.e., potential biases in these parameters are small). For
each point in the Sb-α parameter space we calculate the
predicted IIGRB and CP from the corresponding logN -
logS function.

Cuoco et al. (2012)

– 23 –

Γ
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4

N

0

20

40

60

80

100

]-1 s-2 [ph cm  F
-1010 -910 -810 -710 -610 -510

N

0

20

40

60

80

100

Fig. 10.— Distribution of photon indices (left) and fluxes (right) for the TS≥50 and |b| ≥20◦

sources. The dashed line is the best fit dN/dSdΓ model. Using the χ2 test the probabilities
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incompleteness is 84/425 = ∼19% when we refer to either FSRQs or BL Lac objects sepa-

rately. The incompleteness levels of all the samples used here are for clarity reported also

Abdo et al. (2010)



• Fluctuation APS is a dimension-less quantity (independent on 
enegy)	

!
!!

• Intenty APS is a dimension-ful quantity (scaling with energy 
like I2)	

!
!
• summation rules	


Fluctuation vs. intensity APS
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annihilation [24, 25]. The observed intensity energy spec-
trum is the sum of the EBL-attenuated reference blazar
spectrum and the dark matter spectrum, and in this ex-
ample dark matter dominates the intensity energy spec-
trum above ∼ 20 GeV. The observed intensity spectrum
is, however, also consistent with a blazar-only spectrum
with a broader spectral index distribution (an “alterna-
tive blazar model”, α0 = 2.32, σ0 = 0.26) that has suf-
fered EBL attenuation. In light of uncertainties in the
properties of blazars, the EBL, and dark matter, the in-
tensity energy spectrum alone is not sufficient to distin-
guish between these two possibilities. In this case the
anisotropy energy spectrum can break the degeneracy: if
unresolved blazars were the sole source of the isotropic
diffuse emission, the anisotropy energy spectrum would
be constant in energy, but the presence of a dark matter
contribution that varies with energy results in a modula-
tion of the anisotropy energy spectrum.

Fig. 2 presents a scenario with mχ = 80 GeV, which is
generally considered a more favorable mass for detection
by Fermi. However, in this scenario the dark matter in-
tensity is always subdominant, and as before the observed
cut-off in the intensity energy spectrum occurs at an en-
ergy consistent with EBL suppression of the EGRB, pro-
ducing an acute degeneracy between the reference blazar
model plus a dark matter contribution and an alterna-
tive blazar model (α0 = 2.28, σ0 = 0.26) without dark
matter. Again, the anisotropy energy spectrum provides
a means of robustly identifying a dark matter contri-
bution: even though Galactic dark matter substructure
never dominates the intensity energy spectrum, it pro-
duces a strong feature in the anisotropy energy spectrum.

In both examples, the error bars become prohibitively
large for E ! 1 GeV due to the angular resolution of
Fermi below this energy, and at sufficiently high ener-
gies due to lack of photons. In between these two regimes,
the noise term in Eq. 2 (CN/W 2

ℓ ) is negligible, and the
uncertainties are quite small, governed primarily by the
sample variance at the selected multipole. As a result,
the departure of the measured anisotropy energy spec-
trum from an energy-invariant quantity can be identified
with high confidence, clearly indicating a transition in
energy between source populations.

We comment that the blazar intensity spectra (as well
as the total intensity) in our examples fall noticeably be-
low the EGRET data points. This reflects the expecta-
tion that Fermi, with its enhanced point-source sensitiv-
ity, will resolve a large number of extragalactic sources
that had contributed to EGRET’s measurement of the
EGRB, and consequently will measure a lower amplitude
diffuse background. The EGRET data points are plotted
to explicitly demonstrate that our models do not violate
existing constraints.

Discussion.— The observation of a modulation in the
anisotropy energy spectrum robustly indicates a change
with energy in the spatial distribution of contributing
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FIG. 1: Top panel: Example measured isotropic diffuse inten-
sity spectrum. Shown individually are the spectra of Galactic
dark matter substructure for mχ = 700 GeV, the reference
blazar model without and with EBL attenuation (z0 = 0.4),
and the unattenuated alternative blazar model. The ‘total’
signal is the sum of the attenuated reference blazar spectrum
and the dark matter spectrum. The EGRET measurement
of the EGRB is plotted for reference (black crosses). Bottom
panel: Energy dependence of the angular power spectrum of
the total isotropic emission at multipole ℓ = 100 for the sce-
nario shown in the top panel. The anisotropy energy spectrum
of Galactic dark matter substructure, unresolved blazars, and
the total signal are shown.
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FIG. 2: Same as Fig. 1, for mχ = 80 GeV. For the attenuated
reference blazar model, z0 = 1.

source population(s). Although we have considered only
the contributions of Galactic dark matter substructure
and unresolved blazars to the isotropic diffuse back-
ground, sources other than those explicitly considered
here (e.g., Fermi irreducible backgrounds, the smooth
dark matter halo, and additional extragalactic popu-
lations including dark matter) which could induce an
energy-dependence in the total angular power spectrum
are not expected to provide significant power at the angu-
lar scales of interest. Here we have not explicitly consid-
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TABLE IV: Energy dependence of angular power for 155 ≤ ℓ ≤ 504 in each energy bin for the data processed with the
default analysis pipeline and the Galactic-foreground–cleaned data. The best-fit constant value of the fluctuation angular
power ⟨CP/⟨I⟩

2⟩ over 1–50 GeV is obtained by weighted averaging of CP/⟨I⟩
2 of the four energy bins. The best-fit parameters

and associated χ2 per degree of freedom (d.o.f.) are given for fits of the fluctuation angular power to CP/⟨I⟩2 = AF(E/E0)−ΓF

and the differential intensity angular power to CP/(∆E)2 = AI(E/E0)
−ΓI , with E0 = 1 GeV. The value of AI is given in terms

of AI/AI,0 where AI,0 = 10−18 (cm−2 s−1 sr−1 GeV−1)2 sr.

⟨CP/⟨I⟩2⟩ AF ΓF χ2/d.o.f. AI/AI,0 ΓI χ2/d.o.f.

[10−6 sr] [10−6 sr]

DATA 9.05 ± 0.84 9.85 ± 1.73 0.076 ± 0.139 0.41 45.1 ± 7.8 4.79 ± 0.13 0.19

DATA:CLEANED 6.94 ± 0.84 6.31 ± 1.44 −0.082 ± 0.158 0.12 29.4 ± 6.6 4.66 ± 0.15 0.035
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FIG. 20: Anisotropy energy spectra of the data. Top: Fluc-
tuation anisotropy energy spectrum. The data are consistent
with no energy dependence over the energy range considered,
although a mild energy dependence is not excluded. Bottom:
Differential intensity anisotropy energy spectrum. The energy
dependence is consistent with that arising from a single source
population with a power-law intensity energy spectrum with
spectral index Γs = 2.40±0.07 for the default data (2.33±0.08
for the cleaned data).

distinct contributors to the emission [45]. Because the
fluctuation angular power characterizes only the angular
distribution of the emission, independent of the intensity
normalization, it is exactly energy-independent for a sin-
gle source class as long as the members of the class have

the same observed energy spectrum. In general, the fluc-
tuation angular power of a single source class may show
energy dependence due to large variation of the energy
spectra of individual sources within a population, and,
for cosmological source classes, the effects of redshifting
and attenuation of high-energy gamma rays by the extra-
galactic background light (EBL). Redshifting and EBL
attenuation is expected to be important only for popula-
tions for which a significant fraction of the observed in-
tensity originates from high-redshift members, with EBL
attenuation relevant only at observed energies of several
tens of GeV. All of these effects are most prominent when
the source spectra have hard features such as lines or cut-
offs; smoothly-varying source spectra, such as power-law
energy spectra, typically generate more mild energy de-
pendence in the fluctuation angular power.
The fluctuation anisotropy energy spectrum of the

data is shown in the top panel of Fig. 20. The fluctuation
angular power CP/⟨I⟩2 in each energy bin was obtained
by weighted averaging of the unbinned fluctuation angu-
lar power spectrum over 155 ≤ ℓ ≤ 504, weighting the
measured angular power at each multipole by its mea-
surement uncertainty; these values are reported in Ta-
ble II. Each point is located at the logarithmic center of
the energy bin.
A power-law fit of the fluctuation angular power as a

function of energy CP/⟨I⟩2 ∝ E−ΓF yields ΓF = 0.076±
0.139 (−0.082 ± 0.158 for the cleaned data), consistent
with no energy-dependence over the energy range con-
sidered. The best-fit constant value of CP/⟨I⟩2 across all
four energy bins is 9.05±0.84×10−6 sr (6.94±0.84×10−6

sr for the cleaned data). The results of these fits for the
data with and without foreground cleaning are summa-
rized in Table IV, along with the results for the energy de-
pendence of the intensity angular power, discussed below.
The lack of a clear energy dependence in the fluctuation
angular power is consistent with a single source class pro-
viding the dominant contribution to the anisotropy and
a constant fractional contribution to the intensity over
the energy range considered, although due to the large
measurement uncertainties contributions from additional
source classes cannot be excluded. This is especially true
for sources whose contribution to the intensity peaks at
E >∼ 10 GeV. Furthermore, due to the coarseness of the
energy binning, this analysis is not sensitive to features
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TABLE IV: Energy dependence of angular power for 155 ≤ ℓ ≤ 504 in each energy bin for the data processed with the
default analysis pipeline and the Galactic-foreground–cleaned data. The best-fit constant value of the fluctuation angular
power ⟨CP/⟨I⟩

2⟩ over 1–50 GeV is obtained by weighted averaging of CP/⟨I⟩
2 of the four energy bins. The best-fit parameters

and associated χ2 per degree of freedom (d.o.f.) are given for fits of the fluctuation angular power to CP/⟨I⟩2 = AF(E/E0)−ΓF

and the differential intensity angular power to CP/(∆E)2 = AI(E/E0)
−ΓI , with E0 = 1 GeV. The value of AI is given in terms

of AI/AI,0 where AI,0 = 10−18 (cm−2 s−1 sr−1 GeV−1)2 sr.

⟨CP/⟨I⟩2⟩ AF ΓF χ2/d.o.f. AI/AI,0 ΓI χ2/d.o.f.

[10−6 sr] [10−6 sr]

DATA 9.05 ± 0.84 9.85 ± 1.73 0.076 ± 0.139 0.41 45.1 ± 7.8 4.79 ± 0.13 0.19
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FIG. 20: Anisotropy energy spectra of the data. Top: Fluc-
tuation anisotropy energy spectrum. The data are consistent
with no energy dependence over the energy range considered,
although a mild energy dependence is not excluded. Bottom:
Differential intensity anisotropy energy spectrum. The energy
dependence is consistent with that arising from a single source
population with a power-law intensity energy spectrum with
spectral index Γs = 2.40±0.07 for the default data (2.33±0.08
for the cleaned data).

distinct contributors to the emission [45]. Because the
fluctuation angular power characterizes only the angular
distribution of the emission, independent of the intensity
normalization, it is exactly energy-independent for a sin-
gle source class as long as the members of the class have

the same observed energy spectrum. In general, the fluc-
tuation angular power of a single source class may show
energy dependence due to large variation of the energy
spectra of individual sources within a population, and,
for cosmological source classes, the effects of redshifting
and attenuation of high-energy gamma rays by the extra-
galactic background light (EBL). Redshifting and EBL
attenuation is expected to be important only for popula-
tions for which a significant fraction of the observed in-
tensity originates from high-redshift members, with EBL
attenuation relevant only at observed energies of several
tens of GeV. All of these effects are most prominent when
the source spectra have hard features such as lines or cut-
offs; smoothly-varying source spectra, such as power-law
energy spectra, typically generate more mild energy de-
pendence in the fluctuation angular power.
The fluctuation anisotropy energy spectrum of the

data is shown in the top panel of Fig. 20. The fluctuation
angular power CP/⟨I⟩2 in each energy bin was obtained
by weighted averaging of the unbinned fluctuation angu-
lar power spectrum over 155 ≤ ℓ ≤ 504, weighting the
measured angular power at each multipole by its mea-
surement uncertainty; these values are reported in Ta-
ble II. Each point is located at the logarithmic center of
the energy bin.
A power-law fit of the fluctuation angular power as a

function of energy CP/⟨I⟩2 ∝ E−ΓF yields ΓF = 0.076±
0.139 (−0.082 ± 0.158 for the cleaned data), consistent
with no energy-dependence over the energy range con-
sidered. The best-fit constant value of CP/⟨I⟩2 across all
four energy bins is 9.05±0.84×10−6 sr (6.94±0.84×10−6

sr for the cleaned data). The results of these fits for the
data with and without foreground cleaning are summa-
rized in Table IV, along with the results for the energy de-
pendence of the intensity angular power, discussed below.
The lack of a clear energy dependence in the fluctuation
angular power is consistent with a single source class pro-
viding the dominant contribution to the anisotropy and
a constant fractional contribution to the intensity over
the energy range considered, although due to the large
measurement uncertainties contributions from additional
source classes cannot be excluded. This is especially true
for sources whose contribution to the intensity peaks at
E >∼ 10 GeV. Furthermore, due to the coarseness of the
energy binning, this analysis is not sensitive to features
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