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Organisational Structure

e Distributed Computing and Digital Infrastructures
— LIP-Lisbon - Researchers and Technical staff
— INCD - Collaborators in Lisbon and Minho
— Evolution of the LIP-Lisbon computer centre

 Advanced Computing
— LIP-Minho - Researchers from U.Minho and P.Braganca
— Joined LIP when the Minho centre was created
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Advanced Computing

» Software for High Energy Physics

— Development and optimization of code
ATLAS High-Level Trigger

— Algorithms parallelization in GPUs
Training in Scientific Computing

— Advanced training (students)

— Technical training (Linux, C++)

Local Compute Infrastructure

— LIP Minho cluster
— CPU/GPU platform for Machine learning development
Participating in the project POCI-01-0145-FEDER-029147
— Understanding Big Data in High Energy Physics
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Advanced Computing

e Anténio Esteves Researcher U.Minho, application of machine/deep
learning techniques

e Antodnio Pina Researcher U.Minho, application performance analysis,
dynamic tracing

e José Rufino Researcher P.Braganca, parallelization strategies for GPU
based algorithms

e Tiago Duarte MSc Distributed Training of Deep Neural Networks

* Tiago Fernandes MSc, Study, evaluation and application of the HPX
platform

Cémbuﬂng



Distributed Computing and Digital Infrastructures

e LIP general IT services
— Core institutional services, network services, security, and also
LIP-Lisbon specific services
 Web development and graphics design
— Web applications, web development, graphics design,
multimedia, support to events and outreach
» Scientific computing and data processing
— Shared compute and data services, both for LIP and other
organizations (via INCD)
 R&l projects
— Participation in european (H2020) and national projects
aimed at developing competences and capabilities




Distributed Computing and Digital Infrastructures

[ ¢ Jorge Gomes PI, INCD coordination, projects, development, network
£ ° Mario David cloud, SQA, GPU computing, projects
% e Joao Pina Tier-2, EGI/EOSC software management
E e Joao Martins fabric management, compute, data storage
g e Nuno Dias desktops, notebooks, security, network services
§ e Hugo Gomes web development, events, multimedia
g e Carlos Manuel web development, graphic design
% e Samuel bernardo development, AAl, cloud, projects
g e José Aparicio purchases, repairs, desktops, hardware and facilities

e Dinis Monteiro web development for INCD
 Henrique Carvalho web development, multimedia

« | * André Vieira INCD, fabric management, monitoring, cloud, storage

2 e (Catarina Ortigdao INCD, project management, communication, outreach

2| + Zacarias Benta INCD, advanced computing services and infrastructure
_ Xdedo Machado INCD, advanced computing services and infrastructure

X
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: Software management
Computing context ©) EOSChub Sonvices deveropment
o
Software & services quality §_
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Projects and funding

LIP
EOSC-hub HR H2020 Jan 2018 36M
EOSC-hub VA H2020 Jan 2018 36M
DEEP-Hybrid-DataCloud H2020 Nov 2017 30M
P2020
INCD P2020 Infrastructures Roadmap Jul 2017 36M
EOSC-Synergy H2020 Sep 2019 30M
BigHPC University of Texas at Austin (UTA) to be started 36M
INCD
P2020
INCD P2020 Infrastructures Roadmap Jul 2017 36M+12M
Protocolo RICA FCT contract Dec 2018 extended
E - H2020 201 M
)\,C}SC Synergy Sep 2019 30
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IT infrastructure context

= | NCG @ LNEC
= Sala-Grid Datacenter
7 New INCD equipment
4 Old INGRID equipment
E LIP specific equipment
2
k LIP users
LIP Tier-2
BOB @ REN Riba-de-Ave INCD users
HPC cluster from FCT
Offered by TACC
20% is managed by INCD+LIP
LIP helping in the storage
U. Coimbra
Old Datacenter
Physics Dep.

U. Lisboa @ reitoria
Mail, web, VMs
Home directories

Small LIP facility
Point-of-Presence

ISEC - Laced
LIP @ 3Is Minerva Cluster
Tape library 20x Dell R720
Local network+services Infiniband

Miguel Couceiro

Computing



IT network infrastructure

U. Coimbra LNEC NCG @.I-NEC
Old Datacenter Internal network Sala-Grid Datacenter

48x 10/25 GbE
18x 40/100 GbE

INCD Private Net \

RCTS Plu$

+
Fundagio
F‘ I para a Ciéncia
eaTecnologn -~
o ot GEANT ™

INTERNET

LIP @ 3Is ,’/\\ U. Lisboa @ reitoria
Mail, web, VMs

Tape library i )
Local network v Home directories

BOB @ REN Riba-de-Ave
HPC cluster from FCT

)

4 /
Ve 9% LIP @ U. Coimbra LIP @ U. Minho
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e LIPIT services
e Worldwide LHC Computing Grid

e National Distributed Computing Infrastructure

g

buUng



Web and design

1. Web design and development

*  LIP website and INTRANET continuous
development, improvement, and new user
applications

e Groups/Projects/Events web pages

*  Web content managers/editors
- NIKO Content manager + Editor
- InlineEdit content editor - edit pages
directly/real-time in the website
(no content management system needed)

e Ul starter kits selection/preparation for websites
and applications

Near future

* portallT - IT management portal
* ID- LIP identity service, users password change

e  portallT / LIPDB simple-API - access LIPDB data
easily from webservices

*  Travel and Acquisitions Platform development of
new application according to LIP requirements

Computing

. Internal applications for LIP users

* Indico - events management

*  Event registration - internal Admin for LIP secretariat

*  Travel and Acquisitions Platform

e LIP-Users wiki

e New USER/EVENT online registration

*  Projects Timesheets

e IDPASC website and Calls

*  Room Booking (for Lisboa facilities)

e Email vacation setup (for Lisboa users)

*  Outreach Moodle

e Support on RCTSaai applications
- Colibri, Videocast, Filesender, etc..

e Databases design and management

e cLIP internal newsletter (with LIP-ECO)

e LIP Technical Report generator

e LIP-ECO Events webpages and registration
(Masterclasses, Esc. Prof. CERN)

e New Wiki system for Computing group and INCD

e LIP Seminars web streaming using RCTSaai (VideoCast)

. Graphic Design

e LIP Annual Reports

*  LIPNews bulletin

*  LIP PowerPoint presentations and templates

*  RollUps for LIP and for INCD

*  DI4R conference signs and communication materials
e LIP events design support (badges, poster, etc..)




Authentication and Authorization

LIP FIAM
Federated ldentity
and Access
Management.

Active development

® Registry

e Identity
Management
System

® APIsto connect
federated
applications

e Collaboration
tools

Later

e Users portal

X

- 44

LIP Users
and
collaborators

N

LIP ID

?

CIENCIA
) :

> :
eduGAIN ™ ——— ™\ |

&l
oS

¥

EGI Check-in

amiGTF combrg

—

LDAP [

’
.
.
‘
.
’
.
v
’

LDAP [

Cal#

Csm/putlng

’
’
’

SAML / OIDC
Attributes
gg @% eduTt
»"

{:} ® COmanage
Yat Grouper
COmanage :
COmanage PortallT

Directory :
LDAP
Lisboa

LIP FIAM

Authentication and Authorization Infrastructure (AAI)

|

Indico
Web/Intranet
Travel platform
Users Portal

u-stre-

>
SSH

File System




WLCG Tier-2 accounting W‘zs

Worldwide LHC Computing Grid

Normalized CPU time (hours) by Resource Centre and Year
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WLCG Tier-2 activities and issues W‘:E:G

Worldwide LHC Computing Grid

e Tier-2 specific activities
— Integration of new INCD compute nodes and storage
— Upgrade and reorganization of Lustre storage system
— Improvement of gridftp, XRootD and webdav gateways
— Increased pledge ~25% per experiment (+ 800 HS06, + 60 TB)

* [ssues
— The increase of capacity is largely insufficient in face of needs
— A considerable part of the capacity is from older systems

WLCG Tier-2s CPU growth factor

—o—ATLAS+CMS /’/

—@—PT Tier-2 /// 6.8x
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WLCG HL-LHC challenge -,

Worldwide LHC Computing Grid
Data on disk by tier
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INCD usage @

4000000 - e Lisbon FARM/GRID
= FARM-Minh :
3500000 + - inho HORAS CPU — LNEC
® FARM-Lisbon | — SoGE batch
3000000 -
m CLOUD-Lisboa 1 — HTC+ HPC
2500000 - TN —  Lustre
2000000 -+
1500000 -
s Minho FARM
— RDA
290000 —  Slurm batch
0 —  HPC+HTC
—  Lustre

Lisbon CLOUD

(o] E § -
i:lz:]} TTTTTIT Openstack
Cloud Computing HTC Computing HEEEETRIiG _ Ceph
/
/ INCD is a partnership between: LIP, FCT-FCCN and LNEC
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Indicators Jul-2017 - Jan 2020

Metrics
User Groups 101
Projects supported 58
MsC thesis supported 16
PhD thesis supported 15
Conference presentations 81
Articles direct 150

Groups by Organization
Universidade Aberta 3 IST — Univ Lisboa 4
Universidade do Algarve 3 MARE - Univ Lisboa 1
CCMAR 3 FCUL — Univ Lisboa 2
CBMR 1 ISEG 1
CICECO 2 CE3C — Univ. Lisboa 1
Univ de Coimbra 3 Universidade do Minho 2
BIOISI — Univ. Lisboa 3 Univ Nova de Lisboa 6
CIBIO-InBIO 1 Fac Medicina UL 1
IGC 2 REQUIMTE — Univ do porto 4
IMM 1 IPMA 1
INESC-ID 3 CIBIT 1
LIP 17 ISEC 4
LNEC 7 ISEL 2
IDL 1 ISCTE 4
ISA — Univ. Lisboa 2 UCiBIO 5
ISPA 1 INL 1
ITQB 3 Inst Ricardo Jorge 1
FCSH 2 Cicant - Univ Luséfona 1
FCT-FCCN 1
{/
=5

53
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Infrastructure activities

Hardware added in 2019
— Compute nodes
 25x compute nodes
» 8xlarger nodes > capacity
— Storage Nodes
* bx Lustre
 6x Ceph
— 10x Service nodes
— 3x Network 25/100 GbE switches
— 1x Infiniband switch
— 3xracks, PDUs & mgt switches
— 2x Nvidia GPUs

datacenter improvements
— New PDUs and recabling
— Reorganization of servers
— Comprehensive inventory

_///
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Service improvements/developments

Lustre upgrade
Ceph upgrade
Openstack upgrade
New equipment database Netbox
Monitoring and accounting
* Prometheus

* Nagios
* Grafana/Graphite/Carbon
* ELK
 Influx DB
e XDMoD
Containers

* Portainer

* Kubernetes
Documentation

* Bookstack

* Complete reorganization
Source code and packages

* New gitlab deployments

* Jenkins CI/CD

*  Nexus 0SS




High Performance Computing

 BOB High Performance Computing cluster
— TACC offered to Portugal (FCT) part of the Stampede
— Installed at the REN datacenter in Riba de Ave
— INCD is managing 20% of the capacity 2560 cores
— INCD is helping in the deployment of the Lustre filesystem
Limited by network connectivity and cooling

. Advanced Computing Network (RNCA/RICA)
— National Advanced Computing Strategy (INCoDe.2030)
— New type of FCT projects just for computing capacity
— Pilot call of FCT computing projects possibly in April
— INCD will be one of the resource providers

e EuroHPC

— EuroHPC will establish National Competence Centres
— FCT is partner in the competence centres H2020 proposal
— LIPis a third party in the project proposal (2M€ for PT)




e EGI & IBERGRID
e European Open Science Cloud (EOSC)
e EOSC-hub

g
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European Grid Infrastructure g

EGl.eu:
» 24 members both countries and EIROs

* Created by national infrastructures to =
coordinate international computing activities 39 9
- EIROs: CERN, EMBL W ¢ %%
* Portugal is member through FCT ° S ‘g
e Associated infrastructures in Asia, Australia, Q %
Africa, North and South America % w 96 .
Distributed computing infrastructure: Enabling new discoveries
* Multidisciplinar 1700 publications open access per year
* Grid, Cloud, Data, HTC, HPC, platforms, ...
e > 47 participating countries THeRRRe bige TR SSeR) Higgs Boson

e > 230 user communities CERN LHC

e > 360 resource centers

e >1.000.000 CPUs

e >740 PB disk + tape

> 4.4 billion CPU hours in 2018

Gravitational Waves

C\Sml/:)utlng LIGO



LIP in EGI

e LIPis partner of all EGI flagship projects
— InSpire (2010-2014), Engage(2015-2017), EOSC-hub (2018-2020)

* Roles as resource provider:
— Liaison with the Portuguese and Iberian grid infrastructure
— Infrastructure coordination together with, policy, training,
dissemination and relations with user communities

e Core activities:
— Global Coordination of the middleware rollout process
— Quality criteria definition and validation for the middleware
— Coordination/management vulnerabilities and intrusions both in
the region and at European level
— Regional support for users and sites for all Iberian region
7. Council member representing FCT since 2010

\

Computing




IBERGRID

IBERGRID

> 12 centres
> 24 K CPU cores
> 30 PB

Portugal

INCD-A Lisboa (NCG)
INCD-B Norte (RDA)
INCD-C Coimbra (UC)
LIP

U. Porto

ISEC

Computing

IBERGRID ¥, §%

’

[ cLoup R Digital CSIC i
GfiESGA IFAE
USC GRID
BTy oo > 24.000 CPU cores PIC
INCD-B ~ 30 PBstorage ¢
GRID UPV
PORTO -—
INCD-C L
LIP
INGD=% CIEMAT T

GRID Portugal 2 B2
GRID
CETA UAM Spain 10 +3

IBERGRID federation of Iberian digital
infrastructures in Portugal and Spain

Common participation in the European Grid
Infrastructure (EGI) and EOSC activities

Support to the participation in common R&l
ATLAS, CMS, LifeWatch, INSTRUCT, AUGER,

o SYNERGY




@ EOSC-hub

Project
Overview

20 digital research infrastructures,
EGI, EUDAT and INDIGO-DataCloud

services, software and data
for advanced, data-driven
research & innovation

EOSC-hub: Integrating and managing services for the
European Open Science Cloud

H2020 Grant Agreement ID 777536

Tot budget: €33,287,542 100 Partners, 76 beneficiaries
EU Budget 3830 PMs, 106 FTEs
€ 30 000 000 +150 staff involved

Coordinator
STICHTING EGI

Consortium
100 partners
53 countries

36 Months Jan 2018 — Dec 2020




@ EOSC-hub  The ‘federating core’ and the wider EOSC

Data:
e.g. ESFRI data
sets, certified
data sets, data
catalogue
listings

Thematic Common services:
services: e.g. Data
e.g. Rl services, management,
thematic analytics,
e-Infra services visualisation

Shared resources:
Generic data processing services, public good data

Compliance
framework:
Rules of Participation,
Service Management
System, policies

Hub portfolio:
Key Access Enabling
Services, e.g. AAl,
Marketplace etc.




LIP in EOSC-hub

e Main activities:

— Task 4.6 coordination under federation operations:
 Middleware quality assurance and rollout process
— Thematic Service: OPENCoastS

 On-demand Operational Coastal Circulation Forecast
Service for the North Atlantic

e Partners: LNEC, LIP, CNRS (University of La Rochelle -
LIttoral, ENvironment and Societies (LIENSs) and UNICAN

— udocker: support and maintenance

X -
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_ ©OPENCOaSS 3 :

«.“ it ,’ ,“,_-,‘,/ ... .,' + ' 4
o g . v

: | o
Coastal CIrcuIatlon on-demand forecast i *‘ R K

.
.....

on-demand circulation forecast Out Files
systems for selected coastal areas In Files
® 48h or 72h forecasts Opencoasts

e water levels, vertically averaged ,,

velocities and wave parameters Portal nCWMS
e HPCsimulations :
e EGI service providers LIP+IFCA

Data Storage

ut Files In Files Out Files

Integration in EOSC e\ | rosws
e Submit jobs to EGI over DIRAC ‘
e EGIHTC/HPC compute service |

e Use EGI Fedcloud to deploy the Bt ML. r— Depl?ybmem
Opencoasts Services A S 2 —
e Data transfer between cloud and
GRID using StoRM + WebDAV @ N Cet mage
e Use EUDAT for data provenance cws
X/ b b
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A3

Software management P @E°5C'hub

 EGI UMD and CMD software quality assurance (IBERGRID)

* Validate software for services to be production-ready. Reduce the probability that the
new software releases are deployed in production and cause problems to the services.
— Quality Criteria Definition
« Software Quality Criteria specification specific for each software
— Quality Criteria Verification and maintain a verification testbed
* Nearly full automateded testbed based on Jenkins

— Staged Rollout
* Procedure through which newly verified software releases are first deployed and tested
by Early Adopter sites

e EOSC Technical Specification for Software Quality Assurance

— Technical Specifications for all software development processes under EOSC starting from the
definition of requirements, coding, release, testing and integration

B < =
s
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Software management

GitHub

EGIQC ‘

II. Review
change
[merge]

e GitHub: software
repositories (ansible roles
used by jenkins)

* Jenkins: open source
automation server used
to provide automatic
validation process.
Triggered by Request
Tracker

* Request Tracker: internal
track of the full process

software-releases

A

|. Submit change to
product's YAML release file
[pull request]

‘ [HTTP POST]
Sam i

Product Team

Computing

Generates & Stores
XML metadata

.................

A Submits ticket to RT

Executes product
verification

v

enerates HTTP
request payload

v

! ReleaseMetadataURL

Request Tracker

[HTTP GET]

JenkinsCallbackURL
[HTTP POST]




e DEEP-Hybrid-DataCloud
e EOSC-synergy

e udocker

g
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DEEP-Hybrid-DataCloud 02

https://deep-hybrid-datacloud.eu/

* Deep Learning / Machine Learning as a Service.
— Use of specialized hardware:
 GPUs, Low latency interconnects

n — Platform/Framework deployment: On demand
gty * DL stack: Keras, Tensorflow, Theano ...
e Jupyterhub
* Data streaming/processing: Apache Spark/Flink sgsg MESOS
— Virtualized environments: Openstack (VMs: QEMU/KVM) ol
‘* — Docker Orchestration: Mesos/Marathon, (Kubernetes)

o Use of udocker when in HTC and HPC clusters.
Eﬁ * LIP roles:
YPOCKER — Work Package leader: SW release, management and support, testbeds
— Task leader: Bare-metal like performance to access GPUs and Infiniband

Ten:g:‘ theana SApPA CQHE’I"'(\Z

S~
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https://deep-hybrid-datacloud.eu/

DEEP-Hybrid-DataCloud

» DEEP Open Catalogue: https://marketplace.deep-hybrid-datacloud.eu/
e Documentation: http://docs.deep-hybrid-datacloud.eu/en/latest/

DEEP OPENCATALOG ~ PROJECTPAGE ~ DOCS  MODULES  CATEGORIES

Docs » Welcome to DEEP-Hybrid-DataCloud’s documentation! © Edit on GitHub

DEEP Open Catalog

Welcome to the DEEP Open Catalog!

top of distributed e-Infrastructures.

Welcome to DEEP-Hybrid-DataCloud’s
documentation! -

VN User documentation
In the DEEP Open Catalog you can find ready to use modules in a variety of domains. These modules can be executed on your local laptop, on a production server or on top of User documentation

ccomputing e-Infrastructures supporting the DEEP-Hybrid-DataCloud stack. Technical documentation If you are a user (current or potential) you should start here.

« User documentation
o Quickstart Guide

DigitalOcean o Overview
o HowTo's
New: DigitalOcean Marketplace Self- o Modules

host Gitlab, Grafana, 1-Click Apps.

Technical documentation
If you are searching for technical notes on various notes.

« Technical documentation
o Mesos
= Introduction
= Testbed Setup
= Prepare the agent (slave) node

Explore our marketplace!

= Testing Chronos patch for GPU support
» Testing GPU support in Marathon

ML Applications

= Running tensorflow docker container

= References
= Enabling open-id connect authentication

& Read the Docs

o Kubernetes



https://marketplace.deep-hybrid-datacloud.eu/
http://docs.deep-hybrid-datacloud.eu/en/latest/

DEEP-Hybrid-DataCloud 02

https://deepaas.deep-hybrid-datacloud.eu/swagger/index.html?url=https://deepaas.deep-hybrid-dataclo
ud.eu/api/vi/web/deepaas/deep-oc/mods/swagger.json

................. DEEP Open Catalog
User code
neesdssssvapesnsy ] SQA Infrastructure
' E Create/update__| e Publis . 0 Q
model teecccccencaaaead g >
- = T 9 """"" ' Git repository “g;'ggs
| DEEPaaS API |
Compose application g Publish
. architecture & DEEP OC model 1 Build Docker
e DEEP Architect "
rcnicecture LT = |
& sien4cioud g U2 o>
Sharelreuse le—s|
model
T . DockerHub
DEEP Marketplace
Request training Update
deployment notification

% 1 New data notification 3
2 \V 3 kafka

| Datarepository
% OpenWhisk s‘e":’:ecset
PaaS Orchestrator

Inference,
data

Deploy training task DEEPaas supervisor

REST API
Gateway

Complex app deployment
Trigger function update
2

Training data

@

Action Invoker

L

Infrastructure Manager I

Register/update |_ Trigger
action Inlerece1

- |
ope;Ts-tack @@@ :

AVAYA

-
%88 MESOS

C~mbUUng .

DEEP Training Facility


https://deepaas.deep-hybrid-datacloud.eu/swagger/index.html?url=https://deepaas.deep-hybrid-datacloud.eu/api/v1/web/deepaas/deep-oc/mods/swagger.json
https://deepaas.deep-hybrid-datacloud.eu/swagger/index.html?url=https://deepaas.deep-hybrid-datacloud.eu/api/v1/web/deepaas/deep-oc/mods/swagger.json
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EOSC-synergy -

 Expand EOSC Capacity and
Capabilities by leveraging
Investments and Existing : | S e
Know-How & Resources of : : "
National Digital =
infrastructures, under the —
coordination of Ibergrid Sy

Enlarging EOSC with a critical mass of computing

<D

and storage resources in such a way that resources
can be seamlessly exploited via federation services.

Into EOSC

* Integrate/Federate National computing and storage resources: Cloud HTC, HPC

* Integrate National data repositories: towards FAIR data

* Integrate/Federate National Thematic Services: Scientific portals and platforms

» Service Quality Assurance criteria and SQAaaS (as a Service)

* Develop and provide training materials, tutorials and corresponding services and
infrastructure.

uting
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EOSC-synergy

» Software/Service Quality Assurance as a Service
— SQAaaS

— Define a set of quality criteria.
— Implement criteria in a Continuous
Integration framework (Cl Jenkins pipeline)

— User/Developer can “Compose” the pipeline @

— Provide the service and resources to execute
the Cl pipeline o

— IF SQA criteria passes — issue badge — Pipeline

Stage Badge
create report composer Cl system issuer
e Can be used in scientific applications and o o600
thematic services. Online Quality Assessment

Evaluates the level of compliance of a source code repository or
running service according to the criteria defined in the Software

For software: SQA baseline document: s Service Oty Baselines

e https://github.com/indigo-dc/sqa-baseline Sl
e http://hdl.handle.net/10261/160086 o =

resuits



https://github.com/indigo-dc/sqa-baseline
http://hdl.handle.net/10261/160086

udocker

* |In DEEP is used to

— docker compatible containers
— enable ML in HPC environments

* Added support for
— newer Linux kernels and distributions
— OClimages
— save containers in docker format
— installation with pypy
— execution in Linux ARM

* Improvements in
— download and handling of manifests
— pathname translations in Fn modes
— handling of mountpoints
—  GPU support across distributions
— and many more

e Porting to Python 3 complete

& < S~
Computing

@ EOSChub C?.)

UDOCKER
e |n EOSC-hub is used to

— execute containers in HTC
* Integratedin
— CWL, bioconda, SCAR, etc

e Several user communities
— Fusion
— Molecular dynamics
— NMR
— Genome & Life Sciences
—  Physics
— Engineering
— Etc

* EXA-LAT: Post-Brexit project with UK Lattice Field Theory
— LFT algorithm scaling towards exascale

Poster at ISC 2019

o Qrescre

h Rootless containers with udocker

O Pull requests Issues Marketplace Explore A +~ g
[Jindigo-dc / udocker @unwatch~ 29 WStar 646 | YFork 72
<> Code Issues 32 Pull requests 2 Actions Projects 0 Wiki Security Insights Settings
A basic user tool to execute simple docker containers in batch or interactive systems without root privileges Edit
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Events

 Digital Infrastructures for Research - 2018 s &
— ISCTE Lisbon
— EOSC-hub, GEANT, OpenAIRE and PRACE
— More than 400 participants

e |IBERGRID - 2018
— ISCTE Lisbon
— Co-located with DI4R

* |IBERGRID - 2019

— CESGA Santiago de Compostela
- More than 100 participants
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v
wWLCG
Worldwide LHC Computing Grid

WLCG Tier-2 country comparison

Tier-2s Compute Capacity HS06
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