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This exercise will guide you through a simplified version of a phenomenological analysis involving the anal-
ysis of a final state compatible with production of dark matter candidates at the LHC.

The main steps of the exercise are:

1. simulate the events corresponding to different signal hypotheses;

2. identify and simulate the most relevant SM background;

3. compare signal and background to obtain exclusion and discovery significances at different luminosities;

4. extract the main features of the signal, i.e. how the cross-section and kinematical distributions depend
on the parameters of the model;

5. apply kinematical cuts to optimise the reach of the analysis.

Disclaimer: in this exercise we are only simulating the hard scattering events at reconstruction level,
which means that we will include parton shower and hadronisation but not, at the level of software, the
simulation of the detector. The reason is twofold: on one hand detector simulation with Delphes requires
to install Root, which might be a long and not so smooth process depending on the system, and on the
other because the time for the exercise is limited.

We will go through the analysis of a mono-jet processes in the first hour and in the second
hour you will be asked to repeat the steps for a 2j+MET process and evaluate if it is more or
less relevant for determining the exclusion and discovery reaches of the considered scenario at
the LHC. If simulations take long and/or issue error messages, the relevant files for each dataset
discussed in the text and for those of the 2j+MET process are available in the indico page.
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1 Introduction: the DM model

We will consider a simplified model where dark matter (DM) candidates interact with the Standard Model (SM)
particles via a new particle, usually called mediator.

The new states share one key property: both mediator and DM are odd under a Z2 symmetry,
whereas all SM states are even. The Lagrangian is assumed to be invariant under such Z2 symmetry. This
automatically ensures that every interaction involving new particles must contain an even number of the new
states, and, as a consequence, that the lightest new state is stable. A stable new state must be electrically
and colour neutral to be compatible with cosmological observations, and therefore, if it is massive, it is a DM
candidate.

In this model the mediator carries colour charge and belongs to the fundamental representation of SU(3):
as a consequence, the only possible SM particles which can interact with the DM are quarks. We will make one
working assumption: both DM and mediator interact only with the SM right-handed up quark. This
assumption is by no means justified by specific observations, the DM could interact with any other quark. It is
just for the scope of the exercise. We will finally assume the spin assignments of new particles: the DM is a
real scalar (S) and the mediator is a fermion ψ. The corresponding interaction Lagrangian is therefore:

Lint =
[

λψψ̄uRS + h.c.
]

, (1)

where λψ is the coupling strength. The syntax of the UFO model for particle names and their interaction is
given in table 1.

Model name
DM Mediator

Coupling
ID name ID name

DMSimpt_NLO_v1_2_UFO-F3S_uR 51 xs 5920002 yf3u1 yf3u1~ lamf3u1x1

Table 1: UFO model syntax for the scenario of the exercise.

The ID of the particles are unique numbers which are assigned to each particle of the model. For the
SM particles (including all hadrons and a few hypothetical particle) these ID numbers have been assigned by
the Particle Data Group (PDG) (http://pdg.lbl.gov/index.html and are hardcoded in each software for
simulations. For new particles one needs to use numbers which do not already exist. The list of assigned PDG
codes is available at http://pdg.lbl.gov/2019/reviews/rpp2019-rev-monte-carlo-numbering.pdf.

The model can be imported in MG5_aMC via the command import DMSimpt_NLO_v1_2_UFO-F3S_uR.

2 Generation of topologies

Disclaimer: we will be working at leading order in both QCD and EW, which means we will not consider
any loop topology. This is potentially a severe approximation: we are working with a model containing
coloured new states, and QCD corrections can strongly affect the results. However, the analysis strategies
would not change, and therefore for the sake of the exercise we will ignore loop corrections.

Since we are excluding loop corrections, any signal of new physics involving a DM candidate must contain
the DM candidate in the final state (Why?). In our context, we have three possible production:

1. pp→ SS;

2. pp→ ψS → u+ SS and pp→ ψ̄S → ū+ SS;

3. pp→ ψψ̄ → uū+ SS.

The first case would lead to a completely invisible state, but jets are emitted by the initial state and by the
mediator, producing and unbalance in the transverse energy measured in the detector. Representative topologies
corresponding to the three processes are shown in table 2.

The final state for the first two topologies is, in both cases, one jet and missing transverse energy (MET), but
the kinematics will be completely different, due to the different topologies at the origin of it. Furthermore, part
of the topologies interfere (look at the first and third Feynman diagrams in table 2) complicating the picture.
These consideration play a very relevant role when considering QCD corrections and justify treating the three
processes separately (with some care, see Benjamin’s slides), but since we are working at leading order, we can
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pp→ SS + j
pp→ ψS → u+ SS
pp→ ψ̄S → ū+ SS

pp→ ψψ̄ → uū+ SS
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Table 2: Topologies for DM production at LHC with real scalar DM and fermionic mediator.

simply combine the mono-jet topologies and study them together. The topology corresponding to di-jet plus
missing transverse energy can be studied separately.

The syntax to simulate the mono-jet and di-jet + MET processes and output the simulation files in different
folders is the following:

1j+MET
generate p p > xs xs j

output ./DMcollider/F3S_1j 2j+MET

define yy = yf3u1 yf3u1~

define uu = u u~

generate p p > yy yy, yy > xs uu

output DMcollider/F3S_2j

3 Setting the signal parameters

All the parameters of the model can be set in a file called param_card.dat inside the folder Cards. In this file
the couplings and the masses and decay width (in GeV) of all particles of the model are stored.

We don’t know the masses of the DM candidate and of the mediator, so in a complete analysis we should
perform a scan over different values. We also do not know the strength of the coupling between DM, mediator
and SM states, and again a scan should be performed. Here the coupling is fixed to a specific value, λψ = 2.
In this exercise, therefore, we limit ourselves to four representative benchmark points (BPs), summarised in
table 3.

λψ mψ (GeV) mS (GeV) description

BP1 2 500 100 light mediator, large mass gap
BP2 2 500 450 light mediator, small mass gap
BP3 2 1000 100 heavy mediator, large mass gap
BP4 2 1000 950 heavy mediator, small mass gap

Table 3: Signal benchmark points.

A fixed coupling means that, depending on the mass configurations, the decay width of the mediator, defined
as:1

Γψ =
λ2ψ

32πm3
ψ

(m2
ψ −m2

S)
2 (2)

is not the same for each benchmark. We are of course assuming here that ψ does not have any further decay
channel, as we are working with a simplified model. The Γψ/mψ ratio of the four BPs is given in table 4. All our

BP1 BP2 BP3 BP4

Γψ/mψ (%) 3.7 0.14 3.9 0.04

Table 4: Ratios between width and mass of the mediator for the BPs of the exercise.

benchmarks correspond to mediators with a small width with respect to their mass. This check is potentially
very important in case the simulation requires the factorisation of resonant production and decay of the mediator
(such in the case of the 2j+MET process), which is consistent only in the narrow-width approximation (NWA).

1The analytical expressions of decay widths for each particle of the UFO model can be found in the file decays.py.
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In our case we are allowing the mediator to propagate either on-shell or off-shell, so our results will be consistent
regardless of its width. Widths can also be computed numerically in MG5_aMC: in the madevent environment
it is enough to type compute_widths yf3u1 and set the masses and couplings in the param_card.dat file inside
the folder Cards; this file will be updated and at the end of it all the decay widths of the particle are shown,
together with the BR. For example, for BP3 the end of the file will show the following lines:

# PDG Width

DECAY 5920002 3.899694e+01

# BR NDA ID1 ID2 ...

1.000000e+00 2 51 2 # 38.99693993109166

4 Generation of signal events

Navigate to the DMcollider/F3S_2j folder and start the simulation environment by typing either ./bin/madevent
or python2.X ./bin/madevent or python3.X ./bin/madevent with X>6 depending on your system.

We will be simulating the four BPs one at a time. There are also automatic ways to perform scans in
MG5_aMC, and one can write customised scripts to do the job. Since in our case the number of signal points
is limited, we will not exploit these features.

In the madevent environment launch the simulation for BP1:

and switch on Pythia8.2 [1] and MadAnalysis 5 [2, 3]:

At this point we can choose how to set the parameters of the model and of the simulation:
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As already mentioned, all the model parameters are stored in the param_card.dat. All parton-level simulation
parameters are stored in the run_card.dat, while the parameters for Pythia8.2 and MadAnalysis 5 are stored
in the corresponding files, listed above.

We can either work from command line using the set followed by the name of the parameter and its value,
or type a number of the list and open the corresponding files in a terminal editor. Alternatively one can set the
parameters in an editor beforehand and then run the simulation pressing enter at this stage. Here we work via
command line and type the following sequence:

set mass 5920002 500

set width 5920002 auto

set mass 51 100

set lamf3u1x1 2

set use_syst False

At each step MG5_aMC will confirm your choice and allow you to select the next parameter until the
setting is finished. Setting the mediator width to auto tells MG5_aMC to compute the width depending on
the input parameters, instead of fixing it to a given value. The last setting removes the calculation of systematic
uncertainties. It is done exclusively to spare time in the exercise, but in real anayses it is always crucial to
estimate systematics, as they are always the dominant theoretical uncertainty. In fact, statistical uncertainties
can be made as small as we need by increasing the number of MC events, but systematics depend on the order of
the simulation (going to NLO reduces the uncertainties but it is more challenging to do, see Benjamin’s slides)
and on the choice of the PDFs, which are determined by different collaborations using different techniques (data
driven, neural networks. . . ) with different degrees of accuracy.

We are now all set and the simulation can start by pressing enter. The details about how the Monte Carlo
(MC) simulation is performed are out of the scope of the exercise; in a nutshell, events are not distributed
evenly in the allowed phase space, but are concentrated in the regions which are most relevant to determine the
cross-section.

With the default settings, the simulation will be done with 104 events, which correspond to a Poissonian
statistical uncertainty of 1%. The default LHC energy is 13 TeV, the parton distribution functions (PDFs)
are NNPDF2.3 at LO [4] (there are more updated ones, but it is not important here) and the renormali-
sation and factorisation scales are computed on an event-by-event basis to the transverse energy of the sys-
tem (see the file SubProcesses/setscales.f in the simulation folder and https://cp3.irmp.ucl.ac.be/

projects/madgraph/wiki/FAQ-General-13 for more details. Minimal kinematic cuts are also imposed on the
jets: pT (j) > 20 GeV and |η(j)| < 5.

Hadronisation and parton showering are performed by Pythia8.2, and the subsequent reconstruction of the
final state is done by MadAnalysis 5 via FastJet using as default settings the anti-kT algorithm with pmin

T = 5
GeV and cone radius R = 0.4 (see the FastJet manual [5] for details about the algorithm and related quanti-
ties). All the settings related to the reconstruction can be modified in the madanalysis5_hadron_card.dat,
which can be edited before running the simulation when MG5_aMC asks to set the simulation parameters.

The simulation will take a few minutes depending on the system. . . 2

After it is done, let’s repeat the same procedure with the other benchmarks, being careful to give a different
name to the run each time to avoid overwriting previous results.3 Remember to re-set the mediator width
to auto at each step, otherwise MG5_aMC will take the value of the width which was set in the
previous simulation.

After all simulations are done, we can exit the madevent environment and proceed to the analysis of the
results.

5 Reading the signal events

Here a description of how to read the events is provided, both at parton level for the reconstructed final states.
This is done in practice by sofwtare tools (MadAnalysis 5 already did it during the simulation), but it is very
instructive to be able to understand how these tools extract the information.

2MG5_aMC might issue warnings telling that some particles have a too small width; ignore the warnings, as these particles
do not participate into the process.

3During the tutorial only the simulation for BP1 is performed, while pre-simulated data (available in the indico page) are used
for the others, to spare time.
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5.1 The parton-level results

In the folder DMcollider/F3S_1j/Events/monojet_signal_BP1/ (and in the material in the indico page) you
will find a file called unweighted_events.lhe.gz.4 It is a compressed file but it can be uncompressed using
gunzip -k unweighted_events.lhe.gz or tar -xzvf unweighted_events.lhe.gz. The resulting .lhe file
is a text file containing all the events of the simulation. It is rather lengthy, but we only need to analyse the
beginning of it.

The standard references for a description of the variables are [6, 7], and we strongly suggest you to refer to
these papers for any doubt about the meaning of the numbers in the events.

The header of the file (between the strings <header> and </header>) is composed of the following parts:

• The first ∼750 lines, until the string </slha>, contain information about the parameters of the simu-
lation. Here you will find the syntax you used for the generation of the diagrams, and a copy of the
param_card.dat and the run_card.dat.

• If systematics uncertainties are evaluated, the subsequent lines, until the string </initrwgt> contain
information about the reweighting and the members of the PDF set we used. These lines will not appear
in our simulations, as we switched off the evaluation of systematics.

• Subsequently there are information about the cross-section.

Information about the collider and the MC events are then displayed.

You can notice how the first pair of numbers correspond to the PDG code of the proton, the second pair of
numbers corresponds to the beam energy of this simulation, then some information about the PDFs and in
the second line you can recognise the cross-section with uncertainty. Notice that the value of the cross-section
might be different in your case, as it fluctuates for each simulation. This is a MC simulation and it will depend
on a (pseudo-)random number generator, the seed of which can be fixed to obtain a perfect reproducibility,
but it is not necessary for this exercise (the corresponding parameter is in the run_card.dat for those who are
interested). However, the numbers you obtain should be compatible with those above within the uncertainties.

The interesting part for us is the following, which corresponds to the first event (it might contain different
numbers in your case). Each simulated event is contained between the strings <event> and </event>, which
repeat 10000 times in the file.

The event displayed below is initiated by a gluon and an up quark, it produces the mediator ψ as intermediate
state and a DM candidate S in the final state; the mediator then decays to another DM particle and to an up
quark. Let’s see how we can get this information.

The first line contains information about the number of particles in the event (and indeed there are 6 lines
after the first one), a label which is not important for us, the weight of the event in pb (all the same for us,

corresponding to setting event_norm=average in the run_card.dat, such that σ =
∑#events

i weighti/#events),
the factorisation scale of the PDFs in GeV (which also corresponds to the renormalisation scale of αS), and the
running values of αem and αS (respectively).

All the other lines correspond to each particle of the event, and contain analogous information, therefore
describing one of them is enough to understand all the others. In the example above let’s take the line corre-
sponding to the up quark in the final state (the last one). The numbers have the following meaning.

4LHE stands for Les Houches Events, and it is a standardized form for storing MC events in collider simulations.
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2 PDG number of the particle

1 State of the particle: -1 = initial state, 2 = intermediate resonance, 1 =
final state

Mothers
3 Mother 1: from which particle it comes from (in this case from the third

particle of the event, i.e. the mediator ψ).
3 Mother 2: from which other particle it comes from. In this case it is the

same, but if you look at the lines corresponding to the mediator or the second
DM, you can see that they are generated by the initial state, as they are not
products of the decay of a resonance.

Colour flow
501 Colour of the particle. The actual numerical values here do not have a meaning.
0 Anti-colour of the particle. Notice that this is a colour triplet, so it has only

one colour. The gluons have both numbers.

The important thing is that the colour flow is conserved in the event. In this case the initial state has
colours 501 and 502 and anticolour 502, and since 502 contracts away, the net colour and anticolour
of the initial state are 501 and 0 respectively. If you look at the final state particles and contract all
the indices you will see that the colour is preserved.

Four-momentum in the lab frame and generated mass of the particle
(all quantities in GeV)

+1.1589093794e+02 px
+5.6740998475e+01 py
-9.1894165991e+02 pz
9.2795690887e+02 E
0.0000000000e+00 M such that M2 = E2 − |~p|2. The up quark is massless, but this quantity is

not zero for the mediator and the DM. Notice that for the mediator, which
is an intermediate state, this does not correspond exactly to the pole mass:
event by event, this quantity will be smeared around the pole mass according
to the widths of the particles.

Other information
0.0000e+00 invariant lifetime (in mm)
1.0000e+00 spin/helicity

5.2 The reconstructed events

After the inclusion of parton showering and hadronisation via Pythia8.2and a reconstruction of the final state
(without including the detector simulation), MadAnalysis 5 produces another file in lhe format, where all
the events have the very same structure as in the parton-level example above, but where all jets in the final
state (excluding b-jets) are represented by the PDG label 21, and all invisible particle (contributing to the
missing transverse energy) are associated to the PDG label 12. Here the labels do not correspond to gluon and
electron-neutrino respectively, they are just meant to identify final state objects. Information about the colour
flow is also not propagated, as it has been already processed by Pythia8.2.

The reconstructed event corresponding to the example in the previous section, which can be found in
DMcollider/F3S_1j/Events/monojet_signal_BP1/tag_1_pythia8_BasicReco.lhe.gz, reads:
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This is the file we will be using to extract the kinematical information of our signal.

5.3 The cross-sections

The first piece of information we need to perform the analysis is the cross-section of the signal. This will tell us
how many signal events we can expect at a given luminosity, and it is crucial to assess if the signal is potentially
observable or not.

The cross-sections for the BPs of the exercise are shown in table 5 (as usual, numbers may fluctuate for
different simulations, but they should be consistent within uncertainties).

BP1 BP2 BP3 BP4

mψ (GeV) 500 500 1000 1000
mS (GeV) 100 450 100 950

σ (pb) 15.072± 0.045 3.971± 0.011 0.5849± 0.0019 0.076003± 0.00024

Table 5: Cross-sections for the BPs of the exercise. Uncertainties here are only statistical to spare time in the
simulations. In real analyses, systematics must be included as well.

The numbers can be read in different ways: they are shown (together with many more information about
the runs) in the page crossx.html which can be accessed with any browser, they appear in the terminal at
the end of each simulation, they are reported in the lhe file described in section 5.1 or in the banner of the
simulation (a file with extension txt which can be found in the Events/<name_of_run>/ folder, which reports
the header of the lhe file).

The number of signal events can be computed for an integrated luminosity L as:

s = Lσǫ , (3)

where ǫ represents the efficiency of the analysis, which includes the detector acceptances and any selection or
kinematical cut introduced to reduce the SM background.

In the ideal detector scenario (100% of the events are detected), and before any cut, for the nominal
luminosity at the end of Run 3 of the LHC, L = 300 fb−1, the above cross-sections correspond to s(BP1) ≃
4.5 × 106, s(BP2) ≃ 1.2 × 106, s(BP3) ≃ 1.75 × 105, s(BP4) ≃ 22800. Are these numbers big or small? To
understand it we need to evaluate the number of background events.

6 Generation of the SM background

Determining which SM processes constitute a background for our signal is crucial to assess if the signal is
observable, or above which luminosity it will become detectable.

Disclaimer: The determination of the background is more often than not a very complex procedure,
which is heavily affected by how the detector is sensitive to the kinematical properties of the final state
objects we are planning to use for our analysis. For this exercise we will limit ourselves to a basic category
of background, the irreducible background, which is the set of processes which produce the very same
final state of the signal. In our case, processes which produce one jet and missing transverse energy. Many
other backgrounds, involving more particles in the final state, can be very relevant, as the detector might
miss jets, confuse other particles such as a tau or a photon or an electron with a jet, and very often the
determination of the backgrounds does not rely on simulations, but is data-driven.

The only invisible particles of the SM at the LHC are neutrinos, and the irreducible background processes
will therefore involve any number of neutrino pairs (of same flavour to conserve lepton flavour number) and one
jet. These processes can be simulated by typing the following in the MG5_aMCenvironment:

1j+2ν
generate p p > j vl vl~

output DMcollider/SM_background/1j2nu

q

g q

q Z

ν
ν̄

1j+4ν
generate p p > j vl vl~ vl vl~

output DMcollider/SM_background/1j4nu

q

g q

q Z

ν
ν̄

Z

ν
ν̄
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1j + 6ν . . .
After performing the simulation with the same parameters as for the signal (the corresponding lhe files are

provided in the indico page), we can extract the cross-sections of the background processes, which are shown in
table 6.

1j + 2ν 1j + 4ν

σ (pb) 2487.8± 7.97 0.18658± 0.000574

Table 6: Cross-sections of background processes.

Clearly, the background is heavily dominated by the process with three particles in the final state, and
this is due to the much smaller phase space suppression. In case of ideal detector, at the end of Run 3 the
background would give around 746 × 106 events. This is way more than the number of signal events, even
for BP1, which has the largest yield, but to understand if the signal is statistically large enough, we need to
estimate the significance.

7 Exclusion and discovery: computing significances

Before computing the significance of the signal we need to define the null hypothesis. The possible null hy-
potheses are: 1) only background contributes to the observed data; 2) both signal and background are present
in the data. We assume that both signal and background are governed by Poisson statistics. In the first case
we can calculate the exclusion significance of our signal by simulating a large number of pseudo-experiments
assuming that signal and background are present and compute the p-values with respect to the background-only
null-hypothesis. In the second case we can calculate the discovery significance of the signal by performing
simulations and computing the p-values reversing the role of the hypotheses.

There are various techniques to estimate the significance, involving different statistical considerations, and
also considering the uncertainties of signal and background. We refer to the literature for a treatment of these
aspects [8–11]. For this exercise, considering that both signal and background are large, we can use here the
asymptotic limit of both exclusion and discovery significances, which reads:

z =
s√
s+ b

. (4)

It is commonly assumed that z ≈ 2 corresponds to the 2σ, or 95%CL exclusion limit, while z ≈ 5 is the 5σ
discovery reach.

This is a rough approximation, but it serves our purposes here. Considering an ideal detector, let’s compute
the significances of our BPs as function of the luminosity, up to the nominal Run 3 luminosity:

z(BP,L) =
√
L
σs(BP )√
σs + σb

, (5)
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This is telling us that:
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• The cross-section of BP1 is so large that even without imposing any cut, it would generate so many events
that it would have been already discovered by now;

• BP2 has also a very large cross-section, which would require such a low luminosity to be discovered, that
it would have been observed already;

• BP3 is already excluded at 95% CL, but its discovery reach is close to the luminosity achieved at the end
of Run 2 (around 150 fb−1), so there is still some (small) room for discovery during Run 3.

• BP4 seems impossible to either discover or even exclude during Run 3.

However, remember that these are results for an ideal detector and that we are not considering any uncertainty.
Assuming that both signal and background yields are reduced by the same amount due to detector acceptances
would reduce the significances and make the results weaker.

In the following let’s see if we can design kinematical cuts to optimise the significance for BP4 and be able
at least to exclude it during Run 3.

8 Kinematical distributions and imposing cuts

Disclaimer: due to time limitations, we will use MadAnalysis 5 to produce plots. It is a powerful
tool, and since it is already interfaced with MG5_aMC, it can be easily used to produce plots of your
simulations. All references for using the tool can be found in the MadAnalysis 5 webpage https://

launchpad.net/madanalysis5. However, if used “blindly” it is a black-box, as no information is displayed
about how the events shown in the previous section are read, which information is used and so on. For this
reason we suggest you to try at least once to analyse the events by writing your code or codes for reading
the LHE file, extracting the physical observables from the events, and generateing the corresponding
histograms. This will give you a feeling of how to perform independent analyses, also because in some
cases one needs to consider non-standard quantities which might not be implemented by default in public
tools.

The number of background events is so large that the signal corresponding to BP4 would be statistically not
significant enough to be observed. However, if the kinematical properties of the final states of background and
signal are different enough, we could exclude the region where most of background events fall and optimise the
significance for the surviving ones. To do this let’s see the properties of some key distributions.

We will run MadAnalysis 5 using a set of instructions which import the reconstructed events for both
background and BP4 signal, and superimpose their distributions.

For this we shall write a text file containing the instructions for MadAnalysis 5 (called for example <MG
path>/DMcollider/madanalysis5_hadron_card_BP_comparison.dat) with the following commands (this file
is also included in the indico page, but paths should be suitably modified):
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import <MG path>/DMcollider/F3S_1j/Events/monojet_signal_BP4/tag_1_pythia8_BasicReco.lhe.gz as BP4

import <MG path>/DMcollider/SM_background/1j2nu/Events/1j2nu/tag_1_pythia8_BasicReco.lhe.gz as SM

set BP4.xsection=0.076003

set SM.xsection=2487.8

set BP4.type = signal

set SM.type = background

set main.lumi=300

set main.stacking_method = normalize2one

set BP4.linecolor = red+2

set SM.linecolor = black

# Basic plots

plot MET 40 0 1000

plot MET 40 0 1000 [logY]

plot THT 40 0 500

plot THT 40 0 1000 [logY]

# basic properties of the non-b-tagged jets

plot PT(j[1]) 40 0 1000 [logY]

plot ETA(j[1]) 40 -10 10 [logY]

# Angular distance distributions

plot DELTAR(j[1],invisible) 40 0 10 [logY]

select MET > 100

select MET > 200

select MET > 300

select MET > 400

select MET > 500

select MET > 600

submit <MG path>/DMcollider/ma5_BPcomparison_F3S_1j

Y

The file does the following:

• Import the samples for BP4 and SM background

• Associate the corresponding cross-sections (in pb)

• Define which is signal and which is background

• Define the luminosity at which the analysis is performed (in fb−1)

• Set some graphical parameters and plot some quantities: missing transverse energy, the scalar sum of
transverse momenta of visible objects HT , the transverse momentum and pseudo-rapidity of the leading
jet, and the distance between the leading jet and the vector of the missing transverse momentum. Plots
are either in linear or logarithmic scale: this might help to better visualize differences.

• A sequence of increasing cuts is imposed on the missing transverse energy

• The whole sequence is submitted to MadAnalysis 5and the output is sent to a folder, for example
DMcollider/ma5_BPcomparison_F3S_1j

• The last line simply confirms to overwrite the folder if it already exists

To run the analysis navigate to <MG path>/HEPTools/madanalysis5/madanalysis5/bin and run the fol-
lowing command:

python3.7 ma5 < <MG path>/DMcollider/madanalysis5_hadron_card_BP_comparison.dat

Let’s see how the distribution of missing transverse energy looks like. All the results of the analysis can be
found in a PDF file contained in DMcollider/ma5_BPcomparison_F3S_1j/Output/PDF/MadAnalysis5job_0/

(and provided in the indico page). In this file we can see the MET distribution, which looks like:
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We can see that while the background events are mostly concentrated in the low MET region, the signal
events are spreading also to much higher values. By selecting only events with a large MET we should thus be
able to remove most of the background and, if the number of surviving signal events is sufficient, observe them.

The sequence of cuts at the end of the input file shows how the significance changes as the cut on MET
increases:

As we can see, by applying a simple cut we can increase the significance to above the discovery threshold.
However, care must be taken in not hitting a region where the background has a very limited statistics. If the
cut is above 300 GeV, the number of background events fluctuates significantly, and the significance follows this
behaviour.
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