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Headline Results

[List, NLR, Lewis 2021]
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Headline Results
 of the inner galaxy 

emission - almost identical to 
existing predictions

𝒪(10%)

GCE composed of sources 
emitting ~1 photon each - 

dimmer than previous results,  
but inconsistent with >66% DM

[List, NLR, Lewis 2021]
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Headline Results
 of the inner galaxy 

emission - almost identical to 
existing predictions

𝒪(10%)

GCE composed of sources 
emitting ~1 photon each - 

dimmer than previous results,  
but inconsistent with >66% DM

[List, NLR, Lewis 2021]

Beyond specific results

1.Existing methods are provably non-optimal: 

room for Machine Learning to outperform 

2.The ML approach operates very differently, 

and passes cross checks other methods fail
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Outline

2. Likelihood approaches, and why ML can improve on them

1. The GCE: dark matter or millisecond pulsars?

3. Our convolutional neural network approach
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The Galactic Center Excess

Very incomplete summary missing many important 
developments. For more see recent reviews in:


[Murgia 2020] or [Leane 2020]Nick Rodd  |  A ML approach to the GCE
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The Galactic Center Excess

Nick Rodd  |  A ML approach to the GCE

Very incomplete summary missing many important 
developments. For more see recent reviews in:


[Murgia 2020] or [Leane 2020]
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Exhibited many expected properties 
of DM, e.g. [Daylan, NLR+ 2014]

Dark Matter
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The Galactic Center Excess
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Exhibited many expected properties 
of DM, e.g. [Daylan, NLR+ 2014]

Data preferred clumpy point-source 
statistics rather than smoother DM

Unresolved MSPs had been suggested earlier 

e.g. [Wang+ 2005], [Hooper, Goodenough 2010], 
[Abazajian, Kaplinghat 2012]

Very incomplete summary missing many important 
developments. For more see recent reviews in:


[Murgia 2020] or [Leane 2020]
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Dark Matter Millisecond Pulsars
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The Galactic Center Excess
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Dark Matter
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Exhibited many expected properties 
of DM, e.g. [Daylan, NLR+ 2014]

Millisecond Pulsars

Data preferred clumpy point-source 
statistics rather than smoother DM

Unresolved MSPs had been suggested earlier 

e.g. [Wang+ 2005], [Hooper, Goodenough 2010], 
[Abazajian, Kaplinghat 2012]

Very incomplete summary missing many important 
developments. For more see recent reviews in:


[Murgia 2020] or [Leane 2020]
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Likelihood Methods

For more details, see

[Mishra-Sharma, NLR, Safdi 2016]

Template Fitting: model the data as a 
sum of spatial templates = ∑ AtTt

~template fluxes

Fermi -ray dataγ

Dataset: 11 years of PASS 8 
UltracleanVeto BestPSF data 
(with standard quality cuts)
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Likelihood Methods

For more details, see

[Mishra-Sharma, NLR, Safdi 2016]

= Adiffuse +Abubbles +ADM +…

Template Fitting: model the data as a 
sum of spatial templates = ∑ AtTt

~template fluxes

Fermi -ray dataγ

Dataset: 11 years of PASS 8 
UltracleanVeto BestPSF data 
(with standard quality cuts)
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Likelihood Methods

For more details, see

[Mishra-Sharma, NLR, Safdi 2016]

= Adiffuse +Abubbles +ADM +…

Product over all 
pixels  in the mapp

Determine  using Poisson likelihood
θ = {At}
p(d |θ) = ∏p(p)

Poisson

Fermi -ray dataγ

Dataset: 11 years of PASS 8 
UltracleanVeto BestPSF data 
(with standard quality cuts)
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Likelihood Methods

For more details, see

[Mishra-Sharma, NLR, Safdi 2016]

Non-Poissonian Template Fitting

“Smooth” Poissonian emission

(expected for dark matter)

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pP Likelihood: pNPTF

[Malyshev, Hogg 2011], 
[Lee+ 2016][de Moivre 1711], 

[Poisson 1837]

vs.
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Likelihood Methods

For more details, see

[Mishra-Sharma, NLR, Safdi 2016]

Non-Poissonian Template Fitting

Determine  using combined likelihood
θ
p(d |θ) = ∏p(p)

P × p(p)
NPTF

Likelihood: pP

vs.

Template fluxes 
+ PS properties

“Smooth” Poissonian emission

(expected for dark matter)

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

Product over all 
pixels  in the mapp
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Likelihood Methods

Additional contemporaneous evidence

Wavelets: [Bartels, Krishnamurthy, Weniger 2016], …


Non-spherical morphology: [Macias+ 2018], …

NPTF  GCE was clumpy⇒

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

[Lee, Lisanti, Safdi, Slatyer, Xue 2016]

GCE PSs peak 
just below the 

3FGL threshold

Brightness distribution 
of sources
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Additional contemporaneous evidence

Wavelets: [Bartels, Krishnamurthy, Weniger 2016], …


Non-spherical morphology: [Macias+ 2018], … 16

Likelihood Methods
NPTF  GCE was clumpy⇒

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

[Lee, Lisanti, Safdi, Slatyer, Xue 2016]

GCE PSs peak 
just below the 

3FGL threshold

Brightness distribution 
of sources

But are these results robust?

Ongoing debate, e.g. [Leane, Slatyer 2019], [Chang, NLR+ 2020], 

[Buschmann, NLR+ 2020], [Zhong+ 2020]

Most concerning: NPTF recovers mismodeled 

asymmetry as evidence for PSs [Leane, Slatyer 2020] 
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

Likelihood: pP

vs.

“Smooth” Poissonian emission

(expected for dark matter)

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

1. Poisson vs Non-Poisson divide is artificial
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

Likelihood: pP

vs.

“Smooth” Poissonian emission

(expected for dark matter)

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

1. Poisson vs Non-Poisson divide is artificial

increase  

decrease 


(leaving total flux unchanged)

NPS
FPS
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

Likelihood: pP

⊂

“Smooth” Poissonian emission

(expected for dark matter)

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

1. Poisson vs Non-Poisson divide is artificial

Many dim sources = Poisson emission

To address, in [List, NLR, Lewis 2021] 
we only use the point-source model, 

Poisson included as dim-sources
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

2. Likelihood in each pixel is not independent

p(d |θ) = ∏p(p)
P × p(p)

NPTF

Product over all 
pixels  in the mapp
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

2. Likelihood in each pixel is not independent

Not independent: 
one point-source 
smeared by the 

instrument

p(d |θ) = ∏p(p)
P × p(p)

NPTF

Product over all 
pixels  in the mapp
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Where are the problems?

For additional discussion, further issues 
with NPTF, and an improved likelihood, 
see [Collin, NLR, Erjavec, Perez 2021]

“Clumpy” Non-Poissonian emission

(expected for millisecond pulsars)

Likelihood: pNPTF

LIKELIHOOD METHODS

2. Likelihood in each pixel is not independent

Not independent: 
one point-source 
smeared by the 

instrument

p(d |θ) ≈ ∏p(p)
P × p(p)

NPTF

NPTF only approximates the 
true likelihood - unused 

information ML can exploit
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A Machine Learning Approach

[List, NLR, Lewis 2021]

A two step approach to the GCE

For an earlier application of CNNs 
to the GCE, see [Caron+ 2018]

 in template fitting= At

PS 
brightness distribution 

= F2dN/dF =

Two separate 
Convolutional Neural 

Networks (CNNs)

Fully-supervised method 

Train on simulated Fermi maps
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A Machine Learning Approach

[List, NLR, Lewis 2021]

Step 1: estimate template flux fractions

Image from [List, NLR, Lewis, Bhat 
2020], see there for network details


We add 1 layer, as begin with nside = 256

⇒

Estimate FF and uncertainty 
with negative Gaussian LLH 

loss function

Input Output

<latexit sha1_base64="D2XULsBB1gqor1ThlyKlq7OyRj4=">AAAB8XicbVDLSgNBEJyNrxhfUY9eBoPgKeyKqMegF48RzAOTNcxOepMh81hmZoWw5C+8eFDEq3/jzb9xkuxBEwsaiqpuuruihDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUamm0KCKK92OiAHOJDQssxzaiQYiIg6taHQz9VtPoA1T8t6OEwgFGUgWM0qskx7ix6yrBAzIpFeu+FV/BrxMgpxUUI56r/zV7SuaCpCWcmJMJ/ATG2ZEW0Y5TErd1EBC6IgMoOOoJAJMmM0unuATp/RxrLQrafFM/T2REWHMWESuUxA7NIveVPzP66Q2vgozJpPUgqTzRXHKsVV4+j7uMw3U8rEjhGrmbsV0SDSh1oVUciEEiy8vk+ZZNbiont+dV2rXeRxFdISO0SkK0CWqoVtURw1EkUTP6BW9ecZ78d69j3lrwctnDtEfeJ8/1EiRCA==</latexit>

f!

Convolutional blocks Fully-connected blocks

# of channels

nside

(μ , σ )FF

Network similar 
to, but not exactly 
as depicted here

ROI: mask 
3FGL at 95% containment

r < 25∘; |b | > 2∘;
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A Machine Learning Approach

[List, NLR, Lewis 2021]

Step 1: estimate template flux fractions

Image from [List, NLR, Lewis, Bhat 
2020], see there for network details


We add 1 layer, as begin with nside = 256

⇒

Estimate FF and uncertainty 
with negative Gaussian LLH 

loss function

Input Output

<latexit sha1_base64="D2XULsBB1gqor1ThlyKlq7OyRj4=">AAAB8XicbVDLSgNBEJyNrxhfUY9eBoPgKeyKqMegF48RzAOTNcxOepMh81hmZoWw5C+8eFDEq3/jzb9xkuxBEwsaiqpuuruihDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUamm0KCKK92OiAHOJDQssxzaiQYiIg6taHQz9VtPoA1T8t6OEwgFGUgWM0qskx7ix6yrBAzIpFeu+FV/BrxMgpxUUI56r/zV7SuaCpCWcmJMJ/ATG2ZEW0Y5TErd1EBC6IgMoOOoJAJMmM0unuATp/RxrLQrafFM/T2REWHMWESuUxA7NIveVPzP66Q2vgozJpPUgqTzRXHKsVV4+j7uMw3U8rEjhGrmbsV0SDSh1oVUciEEiy8vk+ZZNbiont+dV2rXeRxFdISO0SkK0CWqoVtURw1EkUTP6BW9ecZ78d69j3lrwctnDtEfeJ8/1EiRCA==</latexit>

f!

Convolutional blocks Fully-connected blocks

# of channels

nside

(μ , σ )FF

Convolutional Blocks
Assess features in regions of the map, e.g. 
template edges, smoothness, granularity


Use DeepSphere [Perraudin 2019], [Defferrard 2020]

ROI: mask 
3FGL at 95% containment

r < 25∘; |b | > 2∘;
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A Machine Learning Approach

[List, NLR, Lewis 2021]

Step 1: estimate template flux fractions

Image from [List, NLR, Lewis, Bhat 
2020], see there for network details


We add 1 layer, as begin with nside = 256

⇒

Estimate FF and uncertainty 
with negative Gaussian LLH 

loss function

Input Output

<latexit sha1_base64="D2XULsBB1gqor1ThlyKlq7OyRj4=">AAAB8XicbVDLSgNBEJyNrxhfUY9eBoPgKeyKqMegF48RzAOTNcxOepMh81hmZoWw5C+8eFDEq3/jzb9xkuxBEwsaiqpuuruihDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUamm0KCKK92OiAHOJDQssxzaiQYiIg6taHQz9VtPoA1T8t6OEwgFGUgWM0qskx7ix6yrBAzIpFeu+FV/BrxMgpxUUI56r/zV7SuaCpCWcmJMJ/ATG2ZEW0Y5TErd1EBC6IgMoOOoJAJMmM0unuATp/RxrLQrafFM/T2REWHMWESuUxA7NIveVPzP66Q2vgozJpPUgqTzRXHKsVV4+j7uMw3U8rEjhGrmbsV0SDSh1oVUciEEiy8vk+ZZNbiont+dV2rXeRxFdISO0SkK0CWqoVtURw1EkUTP6BW9ecZ78d69j3lrwctnDtEfeJ8/1EiRCA==</latexit>

f!

Convolutional blocks Fully-connected blocks

# of channels

nside

(μ , σ )FF

Convolutional Blocks
Assess features in regions of the map, e.g. 
template edges, smoothness, granularity


Use DeepSphere [Perraudin 2019], [Defferrard 2020]

Considers regions not individual pixels - very 
different to the likelihood approach


E.g. does not reconstruct a template asymmetry 
as evidence for point sources 

ROI: mask 
3FGL at 95% containment

r < 25∘; |b | > 2∘;
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A Machine Learning Approach

[List, NLR, Lewis 2021]

Step 1: results in simulated data

Not shown: estimates for 
diffuse IC, isotropic, Fermi 

bubbles, and disk

<latexit sha1_base64="oDAVaMS8UMr17TH+5xFme+2J+Xk=">AAACCnicbZDLSsNAFIYn9VbrLerSzWgpuCqJFHVZEIruKtgLJKFMJpN27GQSZiZiCe3Wja/ixoUibn0Cd76Nk7YLrR4Y+Pn/czhzPj9hVCrL+jIKS8srq2vF9dLG5tb2jrm715ZxKjBp4ZjFousjSRjlpKWoYqSbCIIin5GOP7zI884dEZLG/EaNEuJFqM9pSDFS2uqZh5krInjFbwlWJJg0WHo/aQiE83TiuBVv3DPLVtWaFvwr7Lkog3k1e+anG8Q4jQhXmCEpHdtKlJchoShmZFxyU0kShIeoTxwtOYqI9LLpKWNY0U4Aw1joxxWcuj8nMhRJOYp83RkhNZCLWW7+lzmpCs+9jPIkVYTj2aIwZVDFMOcCAyo0AjbSAmFB9V8hHqCchKZX0hDsxZP/ivZJ1T6t1q5r5XptjqMIDsAROAY2OAN1cAmaoAUweABP4AW8Go/Gs/FmvM9aC8Z8Zh/8KuPjG8/imvE=</latexit>

Injected Flux Fraction [%]

<latexit sha1_base64="e3LmeAOcfU1n7/a4Adxy3r9rWaI=">AAACC3icbVC7SgNBFJ2Nrxhfq5Y2Q0LAKuxKUMuAECyjmAdsljA7uUmGzD6YmRXDktQ2/oqNhSK2/oCdf+NssoUmHhg4nHMud+7xIs6ksqxvI7e2vrG5ld8u7Ozu7R+Yh0ctGcaCQpOGPBQdj0jgLICmYopDJxJAfI9D2xtfpX77HoRkYXCnJhG4PhkGbMAoUVrqmcWkK3x8CzTUKejP6jx+mNUFoak9c7pld9ozS1bFmgOvEjsjJZSh0TO/uv2Qxj4EinIipWNbkXITIhSjHKaFbiwhInRMhuBoGhAfpJvMb5nislb6eBAK/QKF5+rviYT4Uk58Tyd9okZy2UvF/zwnVoNLN2FBFCsI6GLRIOZYhTgtBveZAKr4RBNCBdN/xXRE0iZ0fQVdgr188ippnVXs80r1plqqVbM68ugEFdEpstEFqqFr1EBNRNEjekav6M14Ml6Md+NjEc0Z2cwx+gPj8we7U5t0</latexit> R
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A Machine Learning Approach

[List, NLR, Lewis 2021]

Image from [List, NLR, Lewis, Bhat 
2020], see there for network details


We add 1 layer, as begin with nside = 256

⇒

Estimate quantiles of the SCD 
CDF histogram using the Earth 
Mover’s Pinball Loss [List 2021]

Input
Output

Convolutional blocks Fully-connected blocks

# of channels

nside

<latexit sha1_base64="T1jLaf/wHeCmF1Wjy2EhXpg4EJQ=">AAAB8XicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4xkUeElcwOA0yYnd3M9JKQDX/hxYPGePVvvPk3DrAHBSvppFLVne6uIJbCoOt+O7m19Y3Nrfx2YWd3b/+geHjUMFGiGa+zSEa6FVDDpVC8jgIlb8Wa0zCQvBmMbmd+c8y1EZF6wEnM/ZAOlOgLRtFKj4OntDOmOhbTbrHklt05yCrxMlKCDLVu8avTi1gScoVMUmPanhujn1KNgkk+LXQSw2PKRnTA25YqGnLjp/OLp+TMKj3Sj7QthWSu/p5IaWjMJAxsZ0hxaJa9mfif106wf+2nQsUJcsUWi/qJJBiR2fukJzRnKCeWUKaFvZWwIdWUoQ2pYEPwll9eJY2LsndZrtxXStWbLI48nMApnIMHV1CFO6hBHRgoeIZXeHOM8+K8Ox+L1pyTzRzDHzifP/vtkSI=</latexit>

g$

<latexit sha1_base64="Ntu6VEtRZ82zaxBxolrcQBV9Vqk=">AAACA3icbVDLSsNAFJ34rPUVdaebwSK4KokUdVlw47KCfUATy2Ry0w6dScLMRCgh4sZfceNCEbf+hDv/xuljoa0HLhzOuZd77wlSzpR2nG9raXlldW29tFHe3Nre2bX39lsqySSFJk14IjsBUcBZDE3NNIdOKoGIgEM7GF6N/fY9SMWS+FaPUvAF6ccsYpRoI/Xsw+gu9xIBfVI85J4UWIJiYUZ4gXt2xak6E+BF4s5IBc3Q6NlfXpjQTECsKSdKdV0n1X5OpGaUQ1H2MgUpoUPSh66hMRGg/HzyQ4FPjBLiKJGmYo0n6u+JnAilRiIwnYLogZr3xuJ/XjfT0aWfszjNNMR0uijKONYJHgeCQyaBaj4yhFDJzK2YDogkVJvYyiYEd/7lRdI6q7rn1dpNrVKvzeIooSN0jE6Riy5QHV2jBmoiih7RM3pFb9aT9WK9Wx/T1iVrNnOA/sD6/AGVe5gV</latexit> f
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CDF Histogram

Network similar 
to, but not exactly 
as depicted here

Step 2: estimate GCE & disk  (SCD)dN/dF
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A Machine Learning Approach

[List, NLR, Lewis 2021]
Results shown for isotropic MC - good 
performance also seen for disk & GCE

Step 2: results in simulated data

Poisson-like 
(  photon)FPS ≪ 1

Point Source-like 
(  photon)FPS ≫ 1



Nick Rodd  |  A ML approach to the GCE 32[List, NLR, Lewis 2021]

Results
A MACHINE LEARNING APPROACH

Values & uncertainties almost 
identical to likelihood method



Nick Rodd  |  A ML approach to the GCE 33[List, NLR, Lewis 2021]

Results
A MACHINE LEARNING APPROACH

Much dimmer GCE SCD than previous results

Consistent with no more than 66% Poisson emission (determined with a 3rd NN)

SCD  
(100% PSs) or  

(brightest 50% PSs)

Consistent with recent 

MSP population studies 
e.g. [Gonthier+ 2018], 

[Ploeg+ 2020]

⇒ NPS ∼ 3 × 104

∼ 6 × 103

We use latest diffuse 
models, if use with NPTF, 
also find a dimmer SCD
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Conclusion
Existing GCE analyses are not optimal: room for ML


CNN finds a much dimmer source-count distribution


Significant scope to expand and explore ML methods



Backup Slides
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Likelihood vs CNN
A MACHINE LEARNING APPROACH

How can the NPTF reconstruct an 
asymmetry as PSs, but the CNN not?
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Likelihood vs CNN
A MACHINE LEARNING APPROACH

How can the NPTF reconstruct an 
asymmetry as PSs, but the CNN not?
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Likelihood vs CNN
A MACHINE LEARNING APPROACH
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Step 1: Performance on MC
A MACHINE LEARNING APPROACH
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Step 2: Performance on MC
A MACHINE LEARNING APPROACH
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Step 2: Poissonian MC
A MACHINE LEARNING APPROACH

Poisson MC 
reconstructed as 

 photonFPS ≪ 1
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Step 2: Calibration
A MACHINE LEARNING APPROACH

How often does 
the true value lie 
within inferred 
quantile range

How wide is 
the 95%-IQR?
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Step 3: Constraining ηP
A MACHINE LEARNING APPROACH

Bright PSs are inconsistent with Poisson emission

Can constrain the Poisson flux fraction  from the dataηP

Performance in isotropic MC with no PSF 
(where LLH approach is correct)
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Step 3: Constraining ηP
A MACHINE LEARNING APPROACH

In the Fermi data: at 95% C.L.  < 66%ηP
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Systematic Checks
A MACHINE LEARNING APPROACH

Are the data results consistent with the 
equivalent MC predictions?

: results from the real Fermi data×
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Systematic Checks
A MACHINE LEARNING APPROACH

Performance with mismodeling

Diffuse mismodeling 
reconstructed as 

dimmer SCD - exact 
opposite to NPTF
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Systematic Checks
A MACHINE LEARNING APPROACH

Recovery of injected signal into Fermi data

Correctly 
reconstructed 

until GCE brighter 
than training data
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Systematic Checks
A MACHINE LEARNING APPROACH

Recovery of injected signal into Fermi data
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Network parameters
A MACHINE LEARNING APPROACH
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f!

Convolutional blocks Fully-connected blocks

# of channels

nside

(μ , σ )FF

Network similar 
to, but not exactly 
as depicted here


