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Neutron stars •3 main layers: 1. Outer crust 
2. Inner crust 
3. Core

N. Chamel and P. Hansel, 

Liv. Rev. Rel.11,10, 2008

•Surface:  Fe, P=0
•Outer crust: Neutron rich nuclei embedded in electron sea
• Inner crust: Above neutron drip density, nucleons form geometrical 
structures (non-spherical: pasta phases) embedded in neutron and 
electron background gas. 

• Core: Uniform matter, in the centre exotic matter may exist.  

• NS: catalized cold stellar matter:

56
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R~10 km; M~1.5 M⊙

check eg N. K. Glendenning, Compact Stars: Nuclear Physics, 
Particle Physics, and General Relativity (Springer, 2000)



Where do these clusters form?
in http://essayweb.net/astronomy/blackhole.shtml

NS mergers

scenarios where light and heavy clusters are important:
supernovae, NS mergers, (crust of) neutron stars

in https://www.ligo.org/detections/GW170817.php 
Credit: Soares-Santos et al. and DES Collab
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Describing neutron stars

⇢ T
P (E)

Prescription:

Problem:Which phenomenological  
EoS to choose?

Solution: Need Constraints (Experiments, Microscopic 
calculations, Observations)

Many EoS models in literature: Phenomenological models (parameters are 
fitted to nuclei properties): RMF, Skyrme…  

P.B. Demorest et al, Nature 467, 1081, 2010

1.EoS:           for a system at given       
       and 

2.Compute TOV equations 
3.Get star M(R) relation 

4
check e.g PRC 85, 035201 (2012), PRC 90, 055203 (2014)

check CompOSE: 
https://compose.obspm.fr/
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EoS Constraints •Experiments:

P. Danielewicz et al, 
Science 298, 1592, 2002

W. G. Lynch et al,  
PPNP 62, 427 2009 

J. M. Lattimer and A. W Steiner,  
EPJA 50, 40, 2014 
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• PREXII (Adhikari et al, PRL, 126, 172502 (2021):

Rn-Rp(208Pb)=0.283 ± 0.071 fm.

-Reed et al, PRL 126, 172503 (2021): L = 106 ± 37 MeV;

-Yue et al, arXiv:2102.05267, L = 85.5 ± 22.2 MeV;

-Essick et al, arXiv:2102.10074, L = 58 ± 19 MeV.

• Spectra of charged pions (Estee et al, PRL 126, 162701 (2021)): 42<L<117MeV.


• VEoS: only depends on exp. B and scattering phase shifts. 
Correct zero-density limit for finite T EoS.

• Kc from HIC: cluster formation observed in HIC.



EoS Constraints •Observations:
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• GW170817 from NS-NS (Abbott et al, 
PRL 119, 161101 (2017) followed up by 
GRB170817A and AT2017gfo.


Others followed:

• GW190425 (Abbott et al, ApJL 892, L3 

(2020): largest NS binary known to date 

• GW190814 (Abbott et al, ApJL 896, L44 

(2020): BH+2.5-2.6Msun object (not 
ruled out yet to be NS).


• NASA’s Neutron star Interior Composition 
Explorer (NICER), a soft X-ray telescope 
in ISS:


•  PSR J0030+0451: 

-Riley et al, ApJL 887, L21 (2019): 

M=                 , R= 

-Miller et al, ApJL 887, L24 (2019):

M=                 ; R=

• PSR J0740+6620:

-Riley et al, arXiv:2105.06980:

M=                  ; R=
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ABSTRACT

We report on Bayesian parameter estimation of the mass and equatorial radius of the millisecond
pulsar PSR J0030+0451, conditional on pulse-profile modeling of Neutron Star Interior Composition
Explorer X-ray spectral-timing event data. We perform relativistic ray-tracing of thermal emission
from hot regions of the pulsar’s surface. We assume two distinct hot regions based on two clear pulsed
components in the phase-folded pulse-profile data; we explore a number of forms (morphologies and
topologies) for each hot region, inferring their parameters in addition to the stellar mass and radius. For
the family of models considered, the evidence (prior predictive probability of the data) strongly favors
a model that permits both hot regions to be located in the same rotational hemisphere. Models
wherein both hot regions are assumed to be simply-connected circular single-temperature spots, in
particular those where the spots are assumed to be reflection-symmetric with respect to the stellar
origin, are strongly disfavored. For the inferred configuration, one hot region subtends an angular
extent of only a few degrees (in spherical coordinates with origin at the stellar center) and we are
insensitive to other structural details; the second hot region is far more azimuthally extended in the
form of a narrow arc, thus requiring a larger number of parameters to describe. The inferred mass M
and equatorial radius Req are, respectively, 1.34+0.15

�0.16 M� and 12.71+1.14
�1.19 km, whilst the compactness

GM/Reqc
2 = 0.156+0.008

�0.010 is more tightly constrained; the credible interval bounds reported here are
approximately the 16% and 84% quantiles in marginal posterior mass.
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2 Miller, Lamb, Dittmann, et al.

plorer (NICER). This approach is thought to be less subject to systematic errors than
other approaches for estimating neutron star radii. We explored a variety of emission
patterns on the stellar surface. Our best-fit model has three oval, uniform-temperature
emitting spots and provides an excellent description of the pulse waveform observed us-
ing NICER. The radius and mass estimates given by this model are Re = 13.02+1.24

�1.06 km
and M = 1.44+0.15

�0.14 M� (68%). The independent analysis reported in the companion
paper by Riley et al. explores di↵erent emitting spot models, but finds spot shapes
and locations and estimates of Re and M that are consistent with those found in this
work. We show that our measurements of Re and M for PSR J0030+0451 improve the
astrophysical constraints on the EoS of cold, catalyzed matter above nuclear saturation
density.

Keywords: dense matter — equation of state — neutron star — X-rays: general

1. INTRODUCTION

A key current goal of nuclear physics is to understand the properties of cold catalyzed matter above
the saturation density of nuclear matter. Matter at these densities cannot be studied in terrestrial
laboratories. Hence observations of neutron stars—which contain large quantities of such matter—
play a key role (see, e.g., Lattimer & Prakash 2007). Over the last few years, the discovery of several
high-mass neutron stars (Demorest et al. 2010; Antoniadis et al. 2013; Arzoumanian et al. 2018b;
Cromartie et al. 2019) and measurement of the binary tidal deformability during a neutron star
merger (Abbott et al. 2017, 2018; De et al. 2018) have advanced our knowledge of the properties of
cold dense matter, but precise and reliable measurements of neutron star radii would significantly
improve our understanding.
Various radius estimates have been made using models of the X-ray emission from quiescent neutron

stars (see Steiner et al. 2018 for a recent summary), from neutron stars during thermonuclear X-ray
bursts (see Steiner et al. 2010; Özel et al. 2016; and Nättilä et al. 2017 for di↵erent perspectives),
and from accretion-powered millisecond pulsars (see Salmi et al. 2018), with inferred radii typically
ranging from ⇠ 10 km to ⇠ 14 km, consistent with most theoretical predictions. However, these
estimates are susceptible to significant systematic errors, in the sense that a model could provide a
formally good fit to the data but yield a credible interval for the radius that strongly excludes the
true value (Miller 2013; Miller & Lamb 2016).
In contrast, analyses of the soft X-ray pulse waveforms observed using the Neutron Star Interior

Composition Explorer (NICER) are expected to be less susceptible to systematic errors. Analyses
of synthetic waveforms carried out prior to the launch of NICER showed that, for the cases consid-
ered, using model assumptions di↵erent from the true situation (e.g., di↵erent emission or beaming
patterns, di↵erent spectra, or di↵erent surface temperature distributions) did not significantly bias
parameter estimates, provided the fit was formally good (Lo et al. 2013; Miller & Lamb 2015). Sim-
ple pulse waveform models have previously been fit to the soft X-ray waveforms of rotation-powered
pulsars observed using ROSAT and the Extreme Ultraviolet Explorer (EUVE ; Pavlov & Zavlin 1997;
Zavlin & Pavlov 1998) and XMM-Newton (see, e.g., Bogdanov et al. 2007, 2008; Bogdanov 2013).
These fits gave estimates for the radii of these pulsars that were consistent with the expected range
of neutron-star radii, but the number of counts available was too small to obtain tight constraints.
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Photon Imaging Camera spectroscopic event data to inform our X-ray likelihood function. The prior
support of the pulsar radius is truncated at 16 km to ensure coverage of current dense matter models.
We assume conservative priors on instrument calibration uncertainty. We constrain the equatorial ra-
dius and mass of PSR J0740+6620 to be 12.39+1.30

�0.98 km and 2.072+0.067
�0.066 M� respectively, each reported

as the posterior credible interval bounded by the 16% and 84% quantiles, conditional on surface hot
regions that are non-overlapping spherical caps of fully-ionized hydrogen atmosphere with uniform
e↵ective temperature; a posteriori, the temperature is log10(T [K]) = 5.99+0.05

�0.06 for each hot region.
All software for the X-ray modeling framework is open-source and all data, model, and sample infor-
mation is publicly available, including analysis notebooks and model modules in the Python language.
Our marginal likelihood function of mass and equatorial radius is proportional to the marginal joint
posterior density of those parameters (within the prior support) and can thus be computed from the
posterior samples.

Keywords: dense matter — equation of state — pulsars: general — pulsars: individual
(PSR J0740+6620) — stars: neutron — X-rays: stars

1. INTRODUCTION

The nature of supranuclear density matter, as found
in neutron star cores, is highly uncertain. Possibilities
include both neutron-rich nucleonic matter and stable
states of strange matter in the form of hyperons or
deconfined quarks (for recent reviews see Oertel et al.
2017; Baym et al. 2018; Tolos & Fabbietti 2020; Yang &
Piekarewicz 2020; Hebeler 2021). One way to determine
the dense matter Equation of State (the EOS, a func-
tion of both composition and inter-particle interactions)
is to measure neutron star masses and radii (Lattimer
& Prakash 2016; Özel & Freire 2016). There are several
possible methods, but in this Letter we focus on pulse-
profile modeling (see Watts et al. 2016; Watts 2019, and
references therein). This requires precise phase-resolved
spectroscopy, a technique that motivated the design and
development of NASA’s Neutron Star Interior Compo-
sition Explorer (NICER).
The NICER X-ray Timing Instrument (XTI) is a pay-

load installed on the International Space Station. The
primary observations carried out by NICER are order
megasecond exposures of rotation-powered X-ray mil-
lisecond pulsars (MSPs) that may be either isolated or
in a binary system (Bogdanov et al. 2019a). Surface X-
ray emission from the heated magnetic poles propagates
to the NICER XTI through the curved spacetime of the
pulsar, and the compactness a↵ects the signal registered
by the instrument. However, these pulsars also spin at
relativistic rates. So with a precisely measured spin
frequency derived from radio timing and high-quality
spectral-timing event data, we are also sensitive to rota-
tional e↵ects on surface X-ray emission, and therefore to
the radius of the pulsar independent of the compactness
(see Bogdanov et al. 2019b, and references therein).

The first joint mass and radius inferences conditional1

on pulse-profile modeling of NICER observations of a
MSP were reported by Miller et al. (2019) and Riley
et al. (2019).
The target was PSR J0030+0451, an isolated2 source

spinning at approximately 205 Hz. Being isolated, the
radio timing model for this MSP has no dependence
on its mass, in contrast to the radio timing model for
an MSP in a binary. This meant that a wide prior on
the mass had to be assumed in the pulse-profile mod-
eling, which nevertheless - due to the high quality of
the data set in terms of the number of pulsed counts -
delivered credible intervals on the mass and radius pos-
teriors at the ⇠ 10% level. These posterior distributions
have been used to infer properties of the dense matter
EOS (in combination with constraints from radio tim-
ing, gravitational wave observations, and nuclear physics
experiments). To give a few examples, there have been
follow-on studies constraining both parameterized EOS
models (Miller et al. 2019; Raaijmakers et al. 2019, 2020;
Dietrich et al. 2020; Jiang et al. 2020; Al-Mamun et al.
2021) and non-parameterized EOS models (Essick et al.
2020; Landry et al. 2020), some focusing particularly on
the neutron star maximum mass (Lim et al. 2020; Tews
et al. 2021). Others have focused on specific nuclear
physics questions: hybrid stars and phase transitions to
quark matter (Tang et al. 2021; Li et al. 2020; Christian
& Scha↵ner-Bielich 2020; Xie & Li 2021; Blaschke et al.
2020; Alvarez-Castillo et al. 2020); the three nucleon po-
tential (Maselli et al. 2021); relativistic mean-field mod-
els (Traversi et al. 2020); muon fraction content (Zhang

1 For an introduction to the concept of conditional probabilities
within Bayesian inference see Sivia & Skilling (2006); Trotta
(2008); Hogg (2012); Gelman et al. (2013); Clyde et al. (2021);
Hogg et al. (2020).

2 No binary companion has ever been detected despite 20 years of
intensive radio timing (Lommen et al. 2000; Arzoumanian et al.
2018).
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EoS Constraints

•Microscopic calculations

S. Gandolfi et al,  
PRC 85, 032801, 2012 

K. Hebeler et al,  
Astrophys. J. 773,11, 2013
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EoS Constraints

In a near future: 


8

• ATHENA, an X-ray high-precision determination observatory for NS mass and 
radius to be launched in 2028. 


• New data on NS systems will heavily increase when SKA, the world's largest 
radio telescope, will be in full power. 


• The radio telescope FAST has started operating, and will give information on 
the NS mass. 


• …


• On the experimental side, FAIR will put more constraints on the high-density 
behaviour of nuclear matter, and CREX should release results soon…


• …



• The SN EoS should incorporate: all relevant clusters, (mean-field) 
interaction between nucleons and clusters, and a suppression 
mechanism of clusters at high densities.


•Different methods: nuclear statistical equilibrium, quantum statistical 
approach, and


•RMF approach: clusters as new degrees of freedom, with effective 
mass dependent on density.


• In-medium effects: cluster interaction with medium described via the 
meson couplings, or effective mass shifts, or both


•Constrains are needed to fix the couplings:

low densities: Virial EoS

high densities: cluster formation has been measured in HIC


Supernova EoS with light clusters

9



•The total baryonic density is defined as:

• The global proton fraction as

with the mass fraction of cluster i.

• Charge neutrality must be imposed:

Supernova EoS with light clusters

•The light clusters are in chemical equilibrium, with the 
chemical potential of each cluster i defined as

10



Exp Constraint: Equilibrium constants    

• Kc calculated with 

data from HIC:  

Qin et al, PRL 108, 172701 2012

• Unique existing 

constraint on 

in-medium 

modifications

of light clusters

at finite T

• Our model describes quite well experimental data!
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• The temperature, proton fraction and density as a function of Vsurf, for 
the intermediate mass system.

Experimental chemical equilibrium 
constants with INDRA data  
• Experimental data includes 4He, 3He, 3H, 2H, and 6He.

• 3 experimental systems: 136Xe+124Sn, 124Xe+124Sn, and 124Xe+112Sn.

• Vsurf is the velocity of 
the emitted particles at 
the nuclear surface, so 
fastest particles 
correspond to earliest 
emission times.

R. Bougault et al, for the INDRA collab, 
J. Phys. G 47, 025103 (2020)
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PRL 125, 012701 (2020); 
J.Phys.G 47, 105204 (2020)



Experimental determination of 
chemical equilibrium constants   

• Since we are in 
thermodynamical 
equilibrium, the free 
volume calculated for each 
one of the clusters should 
be the same! 

• This is not surprising because we are using an expression for the 
volume where we consider an ideal gas of classical clusters..

• But they aren’t….

• Weak point: T and density are NOT directly measured, but deduced 
from experimental multiplicities, using analytical expressions that 
assume the physics of an ideal gas…
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FIG. 1. System 124Xe+124Sn: The chemical equilibrium con-
stants of each cluster as a function of the surface velocity vs.
The error bars only include statistical and systematic exper-
imental errors, see ref.[1]. The solid lines are the ideal gas
limit given by eq.(20). The brown band shows the area where
data might be contaminated.

binding energies BAZ , which is in contradiction with the
very purpose of the analysis. Moreover, if in medium
corrections were indeed negligible, the measured chemi-
cal constants would agree with the ideal gas prediction.
This latter can be easily worked out from Eq.(1) consid-
ering that, for an ideal gas of clusters, ⇢AZ = ANAZ/Vf ,
with NAZ given by Eq.(16):

Kid
c (A,Z) = A

✓
2⇡~2
T

◆ 3(A�1)

2

✓
MAZ

mA

◆3/2 (2JAZ + 1)

2A

exp


BAZ

T

�
. (20)

Chemical constants obtained from the analysis of the
124Xe+124Sn system are displayed in Fig. 1. The only dif-
ference with respect to the results published in Ref. [1]
is the slightly di↵erent expression for the temperature
Eq.(17), which however does not produce any e↵ect on
the scale of the figure. The error bars are due to the
experimental errors associated with the measurements.
The solid lines represent the ideal gas limit, given by
eq.(20). The brown band shows the range where the ex-
perimental data might be contaminated, since the proton
spectra is not well reproduced by the fit in order to de-
duce the mass of the evolving source. Therefore, we will
not show in the Figures of the next sections the data
below vsurf = 4 cm/ns.

We can see that the measured chemical constants are
systematically lower than this limit, and the e↵ect in-
creases with increasing density, showing that binding en-
ergy shifts are necessary. A qualitatively similar devia-
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FIG. 2. System 124Xe+124Sn: The volumes of the clusters as
a function of Vsurf . The brown band shows the area where
data might be contaminated.

tion from the ideal gas limit was also found in NIMROD
data [8, 10].

It is therefore clear that a correction is needed to Eq.(6)
for the analysis to be consistent. If in-medium corrections
at a given temperature and density only depend on the
baryonic number of the particle, then their e↵ect will
cancel out when taking isobaric ratios and double ratios
as in Eqs.(11) and (17). However, this is not the case for

the volume V
(AZ)
f , Eq.(12), which in turn a↵ects both

the evaluation of the densities ⇢AZ and the evaluation of
the total baryonic density ⇢B .

The need of an in-medium correction to the ideal gas
expression Eq.(12) is further shown by Fig. 2. This
figure displays the value of the free volume obtained
from Eq.(12) as a function of the sorting variable vs for
the 136Xe+124Sn, using di↵erent particle species. Since
a vs bin represents a specific thermodynamic condition
(⇢B , T, yp), if everything was consistent, we should find
the same volume whatever the cluster species considered,
which is clearly not the case except for the A = 3 iso-
bars, which lead to identical volume estimations. Quali-
tatively similar results were obtained with the NIMROD
data [10], showing that the incompatibility among the
di↵erent volume estimations is not an experimental prob-
lem, but it rather points towards an inconsistency in the
analysis method.

To solve this inconsistency, in the next section we in-
troduce a modification in Eq.(6) allowing for possible in-
medium e↵ects.



Considering in-medium effects   

• We should take into account the interactions between clusters:

•       depends on temperature T, number of clusters Ai, and isospin Ii.

• How to solve this problem? 

2

Under well-defined thermodynamic conditions, as
given by the temperature T , total baryon density ⇢B

and proton fraction yp, equilibrium chemical constants
Kc(A,Z) of a cluster of mass (charge) number A (Z),
are defined in terms of particle densities ⇢AZ , or of mass
fractions !AZ as :

Kc(A,Z) =
⇢AZ
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=
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Z
11
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An experimental measurement of such constants requires
the detection of particles and clusters from a statistical
ensemble of sources, and an estimation of the associated
thermodynamic parameters (T, ⇢B , yp).

Under the assumption that chemical equilibrium holds
at the di↵erent time steps of the emission from the ex-
panding source produced in central 136,124Xe+124,112Sn
collisions detected with the INDRA apparatus [10], the
Coulomb corrected particle velocity vsurf in the source
frame can be used to select statistical ensembles of parti-
cles corresponding to di↵erent emission times, and there-
fore di↵erent thermodynamic conditions [11]. A detailed
comparison between the four di↵erent reactions was per-
formed in Ref. [12], verifying the statistical character of
the emission. A strong argument confirming the crucial
hypothesis of chemical equilibrium as a function of time
was given in Ref. [10], observing that the extracted ther-
modynamic parameters as a function of vsurf are inde-
pendent of the entrance channel of the reaction.

The detected multiplicities YAZ(vsurf ) allow a direct
experimental determination of the mass fractions as well
as of the total source mass AT (t) as a function of the
emission time, but the measurement of the baryonic
density ⇢B(t) = AT /VT additionally requires an esti-
mation of the source volume, at the di↵erent times of
the expansion. This latter is given by the free volume
Vf with the addition of the proper volume VAZ of the
clusters which belong to the source at a given time,
VT = Vf +

P
AZ VAZ!AZAT /A.

The free volume can be extracted from the di↵erential
cluster spectra ỸAZ(~p) = YAZ(vsurf )/(4⇡p2�p), which
can be related to di↵erential cluster densities as ⇢AZ(~p) =
AỸAZ(~p)/Vf , after a correction from the Coulomb boost
[10, 11]. Supposing an ideal gas of classical clusters with
binding energies BAZ in thermodynamic equilibrium at
temperature T in the grand-canonical ensemble, the dif-
ferential mass densities read:

⇢
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A

h
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gAZ exp
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BAZ � p

2

2MAZ
+ Zµp +Nµn

◆�
,

(2)
with MAZ = Am � BAZ , gAZ = 2SAZ + 1 the mass
and spin degeneracy of cluster (A,Z), and m the nu-
cleon mass. In-medium e↵ects are expected to suppress
the cluster densities [7], with respect to the ideal gas limit
given by eq.(2), ⇢AZ = CAZ⇢

id
AZ , where the in-medium

correction CAZ < 1 can depend on the thermodynamic
conditions, the cluster species and their momentum [7]. If
we normalize the cluster spectrum by the proton and neu-
tron spectra at the same velocity, the unknown chemical
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FIG. 1. (Color online) System 136Xe+124Sn: free volume es-
timated from the di↵erent clusters as a function of vsurf from
Eq. (3). Lines: ideal gas limit CAZ = 1. Symbols: bayesian
determination of the in-medium correction (see text). The
grey band shows the velocity domain where data might be
polluted by spectator decay according to Ref. [10].

potentials µn,p cancel, and the free volume Vf can be in-
dependently estimated from the di↵erent cluster species
as:

Vf = R

A�Z
A�1

np CAZ exp


BAZ

T (A� 1)
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where the free neutron-proton ratio Rnp is estimated
from the multiplicities of the A = 3 isobars , Rnp =
(Y

31

/Y

32

) exp [(B
32

�B

31

)/T ].
The presence of in-medium corrections is clearly con-

firmed by the experimental data, as shown by Fig. 1,
which displays the value of the free volume obtained from
Eq. (3) as a function of the sorting variable vsurf for the
136Xe+124Sn system, using di↵erent particle species. A
clear hierarchy is observed as a function of the cluster
mass if CAZ = 1 is assumed, corresponding to the ideal
gas limit. It is clear from Eq. (3) that to have consis-
tent estimations of the volume, the deuteron requires a
more important correction with respect to the heavier
He isotopes. The deviations from the di↵erent volume
estimations, when we suppose CAZ = 1, increase with
decreasing vsurf , showing that the in-medium e↵ects ad-
ditionally depend on the thermodynamic conditions.
These considerations lead to the following parametriza-

tion for the in-medium correction:

CAZ = exp


�a

1

A

a
2 + a

3

|I|a4

THHe(A� 1)

�
, (4)

where the temperature is estimated through the iso-
baric double isotope ratio Albergo formula [13], and it
is indicated as THHe. The unknown parameters ~a =
{ai(⇢B , yp, T ), i = 1� 4} are taken as random variables,
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Under well-defined thermodynamic conditions, as
given by the temperature T , total baryon density ⇢B
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An experimental measurement of such constants requires
the detection of particles and clusters from a statistical
ensemble of sources, and an estimation of the associated
thermodynamic parameters (T, ⇢B , yp).

Under the assumption that chemical equilibrium holds
at the di↵erent time steps of the emission from the ex-
panding source produced in central 136,124Xe+124,112Sn
collisions detected with the INDRA apparatus [10], the
Coulomb corrected particle velocity vsurf in the source
frame can be used to select statistical ensembles of parti-
cles corresponding to di↵erent emission times, and there-
fore di↵erent thermodynamic conditions [11]. A detailed
comparison between the four di↵erent reactions was per-
formed in Ref. [12], verifying the statistical character of
the emission. A strong argument confirming the crucial
hypothesis of chemical equilibrium as a function of time
was given in Ref. [10], observing that the extracted ther-
modynamic parameters as a function of vsurf are inde-
pendent of the entrance channel of the reaction.

The detected multiplicities YAZ(vsurf ) allow a direct
experimental determination of the mass fractions as well
as of the total source mass AT (t) as a function of the
emission time, but the measurement of the baryonic
density ⇢B(t) = AT /VT additionally requires an esti-
mation of the source volume, at the di↵erent times of
the expansion. This latter is given by the free volume
Vf with the addition of the proper volume VAZ of the
clusters which belong to the source at a given time,
VT = Vf +

P
AZ VAZ!AZAT /A.

The free volume can be extracted from the di↵erential
cluster spectra ỸAZ(~p) = YAZ(vsurf )/(4⇡p2�p), which
can be related to di↵erential cluster densities as ⇢AZ(~p) =
AỸAZ(~p)/Vf , after a correction from the Coulomb boost
[10, 11]. Supposing an ideal gas of classical clusters with
binding energies BAZ in thermodynamic equilibrium at
temperature T in the grand-canonical ensemble, the dif-
ferential mass densities read:
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with MAZ = Am � BAZ , gAZ = 2SAZ + 1 the mass
and spin degeneracy of cluster (A,Z), and m the nu-
cleon mass. In-medium e↵ects are expected to suppress
the cluster densities [7], with respect to the ideal gas limit
given by eq.(2), ⇢AZ = CAZ⇢

id
AZ , where the in-medium

correction CAZ < 1 can depend on the thermodynamic
conditions, the cluster species and their momentum [7]. If
we normalize the cluster spectrum by the proton and neu-
tron spectra at the same velocity, the unknown chemical
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FIG. 1. (Color online) System 136Xe+124Sn: free volume es-
timated from the di↵erent clusters as a function of vsurf from
Eq. (3). Lines: ideal gas limit CAZ = 1. Symbols: bayesian
determination of the in-medium correction (see text). The
grey band shows the velocity domain where data might be
polluted by spectator decay according to Ref. [10].
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The presence of in-medium corrections is clearly con-

firmed by the experimental data, as shown by Fig. 1,
which displays the value of the free volume obtained from
Eq. (3) as a function of the sorting variable vsurf for the
136Xe+124Sn system, using di↵erent particle species. A
clear hierarchy is observed as a function of the cluster
mass if CAZ = 1 is assumed, corresponding to the ideal
gas limit. It is clear from Eq. (3) that to have consis-
tent estimations of the volume, the deuteron requires a
more important correction with respect to the heavier
He isotopes. The deviations from the di↵erent volume
estimations, when we suppose CAZ = 1, increase with
decreasing vsurf , showing that the in-medium e↵ects ad-
ditionally depend on the thermodynamic conditions.
These considerations lead to the following parametriza-
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baric double isotope ratio Albergo formula [13], and it
is indicated as THHe. The unknown parameters ~a =
{ai(⇢B , yp, T ), i = 1� 4} are taken as random variables,
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An experimental measurement of such constants requires
the detection of particles and clusters from a statistical
ensemble of sources, and an estimation of the associated
thermodynamic parameters (T, ⇢B , yp).

Under the assumption that chemical equilibrium holds
at the di↵erent time steps of the emission from the ex-
panding source produced in central 136,124Xe+124,112Sn
collisions detected with the INDRA apparatus [10], the
Coulomb corrected particle velocity vsurf in the source
frame can be used to select statistical ensembles of parti-
cles corresponding to di↵erent emission times, and there-
fore di↵erent thermodynamic conditions [11]. A detailed
comparison between the four di↵erent reactions was per-
formed in Ref. [12], verifying the statistical character of
the emission. A strong argument confirming the crucial
hypothesis of chemical equilibrium as a function of time
was given in Ref. [10], observing that the extracted ther-
modynamic parameters as a function of vsurf are inde-
pendent of the entrance channel of the reaction.

The detected multiplicities YAZ(vsurf ) allow a direct
experimental determination of the mass fractions as well
as of the total source mass AT (t) as a function of the
emission time, but the measurement of the baryonic
density ⇢B(t) = AT /VT additionally requires an esti-
mation of the source volume, at the di↵erent times of
the expansion. This latter is given by the free volume
Vf with the addition of the proper volume VAZ of the
clusters which belong to the source at a given time,
VT = Vf +
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AZ VAZ!AZAT /A.

The free volume can be extracted from the di↵erential
cluster spectra ỸAZ(~p) = YAZ(vsurf )/(4⇡p2�p), which
can be related to di↵erential cluster densities as ⇢AZ(~p) =
AỸAZ(~p)/Vf , after a correction from the Coulomb boost
[10, 11]. Supposing an ideal gas of classical clusters with
binding energies BAZ in thermodynamic equilibrium at
temperature T in the grand-canonical ensemble, the dif-
ferential mass densities read:
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with MAZ = Am � BAZ , gAZ = 2SAZ + 1 the mass
and spin degeneracy of cluster (A,Z), and m the nu-
cleon mass. In-medium e↵ects are expected to suppress
the cluster densities [7], with respect to the ideal gas limit
given by eq.(2), ⇢AZ = CAZ⇢
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AZ , where the in-medium

correction CAZ < 1 can depend on the thermodynamic
conditions, the cluster species and their momentum [7]. If
we normalize the cluster spectrum by the proton and neu-
tron spectra at the same velocity, the unknown chemical
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The presence of in-medium corrections is clearly con-

firmed by the experimental data, as shown by Fig. 1,
which displays the value of the free volume obtained from
Eq. (3) as a function of the sorting variable vsurf for the
136Xe+124Sn system, using di↵erent particle species. A
clear hierarchy is observed as a function of the cluster
mass if CAZ = 1 is assumed, corresponding to the ideal
gas limit. It is clear from Eq. (3) that to have consis-
tent estimations of the volume, the deuteron requires a
more important correction with respect to the heavier
He isotopes. The deviations from the di↵erent volume
estimations, when we suppose CAZ = 1, increase with
decreasing vsurf , showing that the in-medium e↵ects ad-
ditionally depend on the thermodynamic conditions.
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Considering in-medium effects   

• a1, a2, a3, and a4 are parameters that need to be determined.

• How to do that?

• They are going to be calculated such that the volumes of the clusters 
are the same, so that the thermodynamical conditions are fulfilled.


• In other words, the variance of the volume of the clusters must be 
minimum:

Parametrisation of the binding energy shift using new experimental data

I. INTRODUCTION

We are going to parametrise the binding energy shift,
�Bi, using a new set of experimental data from GANIL.
This data considers five clusters, 4He, 3He, 3H, 2H, and
6He.

For that purpose, we impose that the variance, �, of
the volumes of the clusters is minimum, that is:
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@ak
= 0 , (1)
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P
i(V0i � V̄0)

2

V̄

2
0

, (2)

Bi = B0i � �Bi (3)

�Bi = f(ak) (4)

The volume, V0i , of each cluster is given by (check R.
Bougault 2019):
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Here, Yi is the multiplicity, and Mi is the quantity d3Mi
d3p

in Bougault 2019. The average volume, V̄0, is given by

V̄0 =
1

5

X

i

V0i (12)

The mass fraction, !i, total mass, Mti , and density, ⇢i,
of each cluster i are given respectively by

!i =
AiYiP
i AiYi

(13)

Mti = !iAt (14)

⇢i =
Mti

Vt
(15)

At is the experimental total mass of the gas at time
t, and Vt is the correspondent volume, which is related
with V0 by

Vt = V̄0 +
X

i

NiVi (16)

with V̄0 given by eq (12), and Ni = Mti/Ai the number
of clusters of species i, and Vi given by

Vi =
4⇡R3

i

3
(17)

Ri is the experimental radius of each cluster, taken
from Angeli and Marinova, Atomic Data and Nuclear
Data Tables 99, 69-95 (2013).
The total density and global proton fraction of the sys-

tem are given by

⇢ =
At

Vt
(18)

ypg =

P
i ZiYiP
i AiYi

(19)

In summary, the experimental quantities are the mul-
tiplicities, Yi, the quantity Mi, Vsurf , and At.

1. Chemical equilibrium constants

We can now calculate the experimental chemical equi-
librium constants. They are given by

Kci =
⇢i

⇢

Zi
p ⇢

Ni
n

. (20)

Using the mass fractions, !i, eq.(13), the total volume,
Vt, given by eq.(17), and the measured total mass of the
system, At, eq.(20) can be written as

Kci =
!i

!

Zi
p !

Ni
n

✓
Vt

At

◆Ai�1

(21)

We also compare these chemical equilibrium constants
with the ones obtained from a calculation where we con-
sider homogeneous matter with five light clusters (4He,
3He, 3H, 2H, and 6He), and where we include a bind-
ing energy shift on the clusters, �Bi, given by eq.(15)
of PRC99 055806 (2019), and where the cluster-meson
scalar coupling constants are of the form gsi = xsiAigs.
In our previous papers, xsi was found to be in the range
0.85±0.05, to both fit the Virial EoS and the Texas data.
Here we are going to find xsi in order to fit the GANIL
data.



• When we apply the correction, the volumes converge:
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as THHe. The unknown parameters a⃗ ¼ faiðρB; yp; TÞ; i ¼
1–4g are taken as random variables, with a probability
distribution fixed by imposing that the volumes obtained
from the experimental spectra ỸAZ of the different ðA; ZÞ
nuclear species in a given vsurf bin correspond to compatible
values. To minimize the a priori assumptions, we take in
each vsurf bin uninformative flat priors, Ppriorða⃗Þ ¼ θða⃗min−
a⃗maxÞ, within an interval largely covering the physically
possible reduction range of the binding energy, 0 ≤ a1 ≤
15 MeV, 0 ≤ a3 ≤ a1, −1 ≤ a2 ≤ 1, 0 ≤ a4 ≤ 4.
The posterior distribution is obtained by imposing

the volume observation with a likelihood probability as
follows:

Ppostða⃗Þ ¼ N exp
!
−
P

AZ½V
ðAZÞ
f ða⃗Þ − V̄fða⃗Þ%2

2V̄fða⃗Þ2

"
: ð5Þ

Here, N is a normalization, VðAZÞ
f ða⃗Þ is the free volume

obtained from the ðA; ZÞ cluster using Eq. (3) with the
specific choice a⃗ for the parameter set of the correction, and
V̄fða⃗Þ is the volume corresponding to a given parameter set
a⃗, averaged over the cluster species.
The posterior expectation values of the volume as

estimated from the multiplicities of each cluster from
Eq. (3), with the associated standard deviations, are shown
as symbols in Fig. 1. It is clear that when we include the
correction, the volumes decrease and the estimations
obtained from the different cluster species are compatible
within error bars. Concerning the functional dependence of
the correction, we can observe that we have as many
parameters as different independent volume estimations,
meaning that we are allowing independent corrections for
the different nuclear species. It would be interesting to have
chemical constant measurements for other nuclear species,
such as to check if a universal dependence of the in-
medium effects on A and I, as it is supposed in different
theoretical models [15–17], is supported by the data.
The bottom panel of Fig. 1 shows the corresponding

modification of the 4He chemical equilibrium constant in
the system 124Xeþ 112Sn. Similar results are obtained for
the other particles and the other systems (not shown). In
this figure, the standard deviations associated to the
experimental equilibrium constants are joined by full lines.
The estimation with CAZ ¼ 1 as in Ref. [12], already shown
in Ref. [18], is given by the lower set of points [22], while
the higher dataset gives the result employing the posterior
distribution of CAZ from Eq. (5). We can see that both the
average and the standard deviation of the estimation are
increased. Concerning the effect on the average, a reduction
of the volume corresponds to an increase of the baryonic
density, up to a factor of 2, and therefore an increase of the
chemical equilibrium constants with respect to the estima-
tion employing the ideal gas assumption [see Eq. (1)].
Concerning the variance, while in the previous analysis no
experimental error was associated to the volume estimation,
the Bayesian determination of the volume distribution
allows a more realistic estimation of the systematic uncer-
tainties of both density and chemical constants, with
increased error bars. Realistic uncertainties might be even
slightly larger on the low-density side, because we cannot
exclude that the in-medium effects could lead to an
increased proper size of the clusters VAZ. The results of
the different systems almost perfectly overlap, confirming
the expectation that chemical constants are isospin inde-
pendent (not shown). If we compare the experimental
chemical constants with the ideal gas expectation Eq. (2)
(dashed line in Fig. 1), we can observe an important
suppression of 4He clusters at high density. But this

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 3  4  5  6  7

V
f 

(f
m

3 )

Vsurf  (cm/ns)

6He
4He

2H
3He

3H

104

105

106

107

108

109

 0.01  0.03  0.05  0.07

K
c(

4H
e)

±σ
 (

fm
9 )

ρ±σ  (fm-3)

xs=0.85±0.05
Ref.[18]

This work
Id

FIG. 1. System 124Xeþ 112Sn. Top: Free volume estimated
from the different clusters as a function of vsurf from Eq. (3).
Lines show the ideal gas limit CAZ ¼ 1. Note that the lines of 3H
and 3He overlap. Symbols show the Bayesian determination of
the in-medium correction. Bottom: Chemical equilibrium con-
stant of 4He as a function of the density, estimated from the data
with the ideal gas prescription for the volume (lower set of points)
and with the corrected one (upper set). For comparison, the
predictions of Ref. [20] with a coupling such as to fit the
uncorrected results from Ref. [12] are shown as a continuous
band labeled xs ¼ 0.85' 0.05, and the ideal gas prediction is
shown by a dashed line.
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• The in-medium effects give rise to 
larger densities, compared to ideal 
gas limit.


• The 3 data systems are compatible.

suppression is less pronounced than the one obtained with
the previous analysis, with important consequences on the
present estimation of in-medium effects for theoretical
applications in the astrophysical context, as we now discuss.
In Ref. [17], a novel approach for the inclusion of in-

medium effects in the equation of state for warm stellar
matter with light clusters was introduced. This model
includes a phenomenological modification in the scalar
cluster-meson coupling, and includes an extra term in the
effective mass of the clusters, which acts as an exclusion-
volume effect. The scalar coupling acting on nucleons
bound in a cluster of mass A is defined as gsðAÞ ¼ xsAgs,
with gs the scalar coupling of homogeneous matter, and xs a
free parameter. A constraint on this parameter was obtained
in the low-density regime from the virial EOS, but a precise
determination of xs needs an adjustment at densities close
to the Mott density corresponding to the dissolution of
clusters in the medium. The parameter xs measures how
much the medium affects the binding of the cluster. The
smaller the xs, the stronger the in-medium effect, and the
smaller the dissolution density of the cluster.
The chemical equilibrium constants obtained with this

model were compared with the NIMROD results [12]
obtained assuming an ideal gas expression for the deter-
mination of the nuclear density [17,20], and a satisfactory
agreement was obtained for all clusters but the deuteron
using xs ¼ 0.85$ 0.05.
The prediction of this model is shown, for the thermo-

dynamic conditions explored by the Xeþ Sn systems, in
the bottom panel of Fig. 1. We can see that the calculation
can reproduce the INDRA data only if these latter are
analyzed using the same hypotheses as in Ref. [12] (lower
set of points). This suggests that the two sets are compat-
ible, which points toward the validity of the statistical
equilibrium hypothesis for both of them. However, it is also
clear that the estimation xs ¼ 0.85$ 0.05 overestimates
the in-medium effects, once the consistent inclusion of the
CAZ is accounted for.
To estimate the effect of the correction, and, at the same

time, determine the value of the in-medium parameter xs
in a consistent way, we have compared the model of
Refs. [17,20] with this new analysis.
In order to make this comparison, we fix the temperature

in each ðρB; ypÞ point by imposing that the isotopic
thermometer THHe evaluated in the theoretical model
correctly reproduces the measured THHe value. A small
difference between the input temperature of the theory and
the one estimated in the same calculation via the double
ratios is obtained, which does not exceed 10% at the highest
temperature. Indeed, the Albergo thermometer [21] used to
estimate the temperature is only valid under the assumption
that the in-medium corrections to Eq. (2) cancel in double
isobar ratios, which is, in principle, not the case, if the
correction does not scale linearly with the particle numbers.
The resulting chemical constants are compared to the

experimental ones in Fig. 2. As we can observe, the
deuteron chemical constant behavior is now reproduced,
and the chemical constants of 3He and 3H are almost
superposed. Very similar results are obtained for the other
two experimental entrance channels (not shown).
In Refs. [17,20], we used xs ¼ 0.85 in order to reproduce

the results of Qin et al. [12]. With this improved analysis, a
higher value xs > 0.85 is needed, corresponding to smaller
corrections and a larger dissolution density. An optimal
value can be extracted as xs ¼ 0.92$ 0.02. This value
seems to reproduce reasonably well the whole set of
experimental constants, and we have checked that it is
still within the virial EOS limits. This can be understood
from the fact that the virial limit only concerns very low
densities, where the predictions with the two different
values of xs are very close (see Fig. 1).
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FIG. 2. System 136Xeþ 124Sn. The equilibrium constants as a
function of the density. The full lines join the 1 − σ uncertainty
intervals. The gray bands are the equilibrium constants from a
calculation [20] where we consider homogeneous matter with
five light clusters, calculated at the average value of (T, ρexp,
ypgexp ), and considering cluster couplings in the range of
xsi ¼ 0.92$ 0.02. The color code represents the global proton
fraction.
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Figure 6. Symbols: double isotope ratio temperature THHe (black), global proton
fraction (multiplied by a factor of 10) (purple), baryon density (multiplied by a factor of
100) (green) as a function of the experimental quantity vsurf for the three experimental
systems. The uncertainties reflect both the correction and the experimental errors. The
solid lines report the ideal gas limit, and were obtained from eq. (20) with eq. (12).
The grey band shows the area where data might be contaminated by emission from
the spectator source.

see that the existence of an in-medium correction goes in the direction of increasing the

density, and the effect is the same for the three systems.
Still, it is important to stress that the temperature is evaluated with the Albergo

THHe thermometer of Eq.(16). As we have discussed in Section 2, this expression

corresponds to the true thermodynamical temperature T only if the in-medium

corrections to the ideal gas of clusters expression Eq. (15) cancel in the double ratio.

This is in principle not the case if the correction does not scale linearly with the particle

numbers. Our Bayesian analysis does not allow us to determine the deviation of Eq.(16)
from the true thermodynamic temperature, and this can only be done in the framework

of a specific model. One such model will be considered in Section 5.

4.1. Different parameter sets for the in-medium effect correction

The correction given by Eq.(22) is a four-parameter set, function of the number of

nucleons A and isospin I. This functional form has a certain degree of arbitrariness,
and the expression is not unique. In principle, the correction can depend on all the

good quantum numbers of the clusters, namely A, I, and the charge Q. However, the

volumes extracted from 3H and 3He are fully compatible already in the uncorrected



A few take-away messages:

•A simple parametrisation of in-medium effects acting on light clusters 
is proposed in a RMF framework.


• Interactions of clusters with medium described by modification of 
sigma-meson coupling constant. 

•Clusters dissolution obtained by the density-dependent extra term on 
the binding energy. 

•Our model reproduces both virial limit and Kc from HIC data.


• INDRA data was analysed based on a new method, with in-medium 
effects.


•Comparing to a RMF model, these corrections can be interpreted as a 
stronger scalar meson coupling of the nucleons bound in clusters, 
which shifts the dissolution to higher densities. 


• Light clusters and pasta structures are relevant and should be 
explicitly included in EoS for CCSN simulations and NS mergers.

Thank you!


