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Propose and discuss a framework that can 
provide a first principles effective 

description of minimum bias events
Minimum bias: experimentally, some minimal trigger, typically 
some forward calorimeter activity

Soft QCD, where strong nature of interactions dominate. Ergodic 



Reasons to seek first principles approach

pp or AA to N hadrons has some S-matrix element, that has to obey certain 
symmetries

Those are 2 to 2. This is 2 to N>>1; shortly see how “large N” helps

Understanding of strongly coupled theories from a bootstrap approach, recently 
been applied to QFT, i.e. to the S-matrix 

Connections with bootstrap

(This is a novel large N=multiplicity; it is not number of colours a la ’t Hooft)

Equal footing
Treat both small and large systems, at both low and high energy, all within 
the same framework. 

Potential to aid in elucidation of nature of small scale (p p collision) collective 
phenomena in QCD; jet quenching

Starting with: M. F. Paulos, J. Penedones, J. Toledo, B. C. van Rees, and P. Vieira, ’16, ’17. More recently e.g. L. Cordova and P. Vieira, ’18; D. Mazac and M. Paulos ’18,’19; Cordova, He, 
Kruczenski, Vieira, ’19; Karateev, Kuhn, Penedones ’19; Correia, Sever, Zhiboedov, ’20; Homrich, Penedones, Toledo, van Rees, Vieira, ’20 … 

EFT is a powerful symmetry based approach



A broad picture

Potential to aid in elucidation of nature of small scale collective 
phenomena in QCD; jet quenching

Momentum conservation On-shell
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C.f. the CMB
Power spectrum
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What will be addressed; what will not

Treat both small and large systems, at both low and high energy, all 
within the same framework. 

Assume that events are binned in multiplicity, N

i.e. Not attempt a description of fluctuations in multiplicity 

Therefore, can capture how normalized distributions (or, better yet, 
power spectra), binned in N, change as a function of N, and as a 
function of Q

We work at fixed Q, and take the large N limit, meaning we do not 
consider a scaling of Q and N such that Q/N (c.f. ’t Hooft coupling) 
remains finite. (Although this could be interesting)



Power counting and symmetries for pp/AA min bias

⌘ ! 1
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of

– 4 –

⌘ ! 1
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of
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minimum bias events we consider satisfy something like an ergodic hypothesis. That is, we

assume that any individual particle in an event is representative of all particles in an event.

Thus, averages over particles in an event are equivalent to averages of events over an ensem-

ble. This ergodic hypothesis will have important implications for the structure of the squared

matrix element in the N ! 1 limit. An illustration of the physical configuration established

by these power counting assumptions is provided in Fig. 1.

Hadron collision events that satisfy these power counting requirements then enjoy the

following symmetries:

1. O(2) rotation and reflection symmetry about the beam,

2. reflection of the beam ⌘ ! �⌘ because of the identical colliding particles,

3. SN permutation symmetry in all N detected particles, and

4. translation symmetry in pseudorapidity, ⌘ ! ⌘ + �⌘.

Most of these symmetries should be apparent as a consequence of the familiar cylindrical

shape of particle detectors. Because we assume only particle momenta are measured, no

distinguishing information of particles (like electric charge) is collected, and hence there is

complete permutation symmetry. By our power counting, we assume that the beam region is

defined by ⌘max � 1. Taking the formal limit ⌘max ! 1, a translation in ⌘ by a finite amount

�⌘ can never move particles out of the detected region into the beam region, or vice-versa.

We then define minimum bias events in hadron collisions as those that satisfy the power

counting assumptions, and therefore inherit the symmetries. Experimentally, minimum bias

events are typically defined as those that pass a minimal trigger threshold for, say, activity in

a forward calorimeter. As the name suggests, passing a trigger does bias the event selection

somewhat, but this bias can potentially be reduced by performing other cuts on these events.

For example, to force an event into the regime described by our power counting, one could

require that a fixed fraction of particles have a transverse momentum within some range

about the mean transverse momentum. Or, one could require that an event does not have

any identified jets with transverse momentum larger than some fraction of the center-of-mass

energy. We will return to jets below, and explicitly demonstrate that the existence of hard jets

in the final state violates our power counting.

Because of the high luminosity of modern hadron colliders, truly zero bias events can

collected by exploiting pile-up, or secondary hadron collisions per bunch crossing. A hard

hadron collision that produces jets or high-energy leptons, for example, would pass the triggers,

but then secondary hadron collision events in the bunch crossing would have no requirements

placed on them, and still be measured. The challenge with extracting these zero bias events

is then pushed to the ability to distinguish the point of collision where di↵erent particles were

produced. Any number of our power counting assumptions can be relaxed to provide a more

realistic description of these events; however, we will find that even these strongly constraining

assumptions will be able to explain and understand a wide breadth of data in various collider

environments.

(Q/p?cut)
1
2 in this scaling relation, with p?cut the experimental cut on transverse momentum. This factor is

fixed over an ensemble of events and we absorb it into ‘⇠’ here and in the following section when evaluating the

scaling in 1/N of terms in the expansion.
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of
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Figure 1: Schematic illustration of detector (cylinder), its pseudorapidity range ⌘max, the

beam regions around ⌘ = ±1, and the characteristic transverse momentum of detected parti-

cles.

at a hadron collider, in particular, proton-proton (pp) or identical heavy ion (AA) collisions.

We assume that the lab frame is also the center-of-mass frame of the collisions. The center-of-

mass collision energy Q is assumed to be much larger than the masses of the initial, colliding

particles. Throughout this paper, we assume that Q is an arbitrary, but fixed, energy, but

will occasionally comment on the dependence of distributions of observables as a function of

Q. Additionally, we assume that the experimental detector cannot measure all particles and

that there is an unmeasureable beam region. Concretely, we assume that there is a maximum

pseudorapidity ⌘max of the detector and particles with pseudorapidity |⌘| > ⌘max are lost down

the beampipe. Finally, we assume that our detector can only measure particle momenta, but

has perfect angular and energy resolution.

With these assumptions, we can establish power counting that defines minimum bias events

and the corresponding symmetries of our collision experiment and of the detected final state

particles. The power counting that we take is as follows.

1. The beam is a small angular region outside the detection apparatus and we restrict our

description of the event to far from the beam region, where detected particle pseudora-

pidity satisfies |⌘| ⇠ 1 ⌧ ⌘max.

2. We assume that the mass of the particles is irrelevant and so detected particle transverse

momentum p? is parametrically larger than the QCD scale or pion mass, p? � m⇡.

3. The momentum lost down the beam region is an order-1 fraction of the center-of-mass

energy Q.

4. The number of detected particles N for which their pseudorapidity |⌘| ⌧ ⌘max is large:

N � 1.

5. We assume that the mean transverse momentum of the detected particles is representa-

tive of all particles’ momenta and so the mean and the root mean square momenta are

comparable: hp?i ⇠

q
hp2?i.

We will see below how these power counting assumptions then imply that our expansion pa-

rameter is 1/N ⇠ p?/Q ⌧ 1.1 Additionally, these power counting assumptions imply that the

1Actually, as we will see in the explicit examples below, there is a (dominant) additional fixed factor of
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Expansion of matrix element
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Again, on the right, we have expanded the identities in terms of independent symmetric poly-

nomials. Then, through the first few orders, the squared matrix element can be expanded

as:
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The c
(4)
i are dimensionless numerical coe�cients. Linear relationships from conservation of

momentum have already been accounted for and (hyperbolic) trigonometric identities have

been used. Note also that any terms that exclusively depend on the product k
+
k
� can be

absorbed into the function f(k+
k
�) and are not included.

The numerical coe�cients c
(n)
i in general depend on the number of detected particles N .

For the most part, we will be agnostic as to what their precise scaling with N is, but we will

make the following weak, but constraining, assumption. We assume that, in the N ! 1 limit,

the dependence of the coe�cients c
(n)
i on N is such that the entire corresponding term in the

squared matrix element remains finite. For example, consider the term at O(Q�2). With our

power counting assumption that p? ⇠ Q/N and ergodicity, the kinematic dependence of this

term scales like
1
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Ergodicity and power counting
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the dependence of the coe�cients c
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Fixing the function f to give flat-in-rapidity
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Figure 2: Comparison of particle density in pseudorapidity between 8 TeV pp collider data

from the CMS and TOTEM experiments [49] to our prediction of Eq. (3.4) (solid) and the

flat phase space distribution of Eq. (3.3) (dashed). The data only include charged particles

with transverse momentum greater than 40 MeV and our prediction uses the form of smearing

function f(x) in Eq. (3.6) with n = 1.6 ⇥ 105.

To determine the value n, we must use data. Pseudorapidity distributions have been

measured extensively in the ATLAS [42–45], CMS [46–52] and ALICE [53–63] experiments

at the LHC, in both pp and heavy ion collisions. From those data, we can determine the

parameter n by noting the following. The mean value of x from Eq. (3.6) is roughly 1/n, which

is the region that dominates the integral. We call ⌘1/2 where the pseudorapidity distribution

is approximately half of its value at ⌘ = 0 which occurs when 2x cosh(2⌘1/2) ⇠ 1; or when

n = 2 cosh(2⌘1/2) . (3.8)

From the 8 TeV LHC pp experiment data that follows, for instance, the value of ⌘1/2 ⇠ 6, and

so n ⇠ 1.6 ⇥ 105. The parameter n has implicit Q dependence, at least by the connection to

maximum value of ⌘.

We emphasize that in what follows that the fit above to the tail around |⌘| & ⌘1/2 is not

important for the observables that are captured in our approach; that is, any step-like function

with a cuto↵ around ⌘1/2 would su�ce. Kinematic observables binned in N and at fixed Q

in the region of validity of this e↵ective framework are insensitive as n ! 1; we will see this

explicitly below with the single particle p? distribution, where we also give a quantitative

estimate for the validity condition. In order to correctly capture scalings with Q, the value of

n is important in that it captures the value of ⌘1/2, which scales with Q. Any other step-like

function, however, would capture the same scaling and, at least at large enough Q, this scaling

should be independent of the precise form of the tail.

The above established value of n can then be used to compare our predicted pseudorapid-

ity distribution to data. This is done in Fig. 2 where we compare our prediction to data from

the CMS and TOTEM experiments [49] of the charged particle number density as a function

– 15 –
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Figure 2: Comparison of particle density in pseudorapidity between 8 TeV pp collider data

from the CMS and TOTEM experiments [49] to our prediction of Eq. (3.4) (solid) and the

flat phase space distribution of Eq. (3.3) (dashed). The data only include charged particles

with transverse momentum greater than 40 MeV and our prediction uses the form of smearing

function f(x) in Eq. (3.6) with n = 1.6 ⇥ 105.

To determine the value n, we must use data. Pseudorapidity distributions have been

measured extensively in the ATLAS [42–45], CMS [46–52] and ALICE [53–63] experiments

at the LHC, in both pp and heavy ion collisions. From those data, we can determine the

parameter n by noting the following. The mean value of x from Eq. (3.6) is roughly 1/n, which

is the region that dominates the integral. We call ⌘1/2 where the pseudorapidity distribution

is approximately half of its value at ⌘ = 0 which occurs when 2x cosh(2⌘1/2) ⇠ 1; or when

n = 2 cosh(2⌘1/2) . (3.8)

From the 8 TeV LHC pp experiment data that follows, for instance, the value of ⌘1/2 ⇠ 6, and

so n ⇠ 1.6 ⇥ 105. The parameter n has implicit Q dependence, at least by the connection to

maximum value of ⌘.

We emphasize that in what follows that the fit above to the tail around |⌘| & ⌘1/2 is not

important for the observables that are captured in our approach; that is, any step-like function

with a cuto↵ around ⌘1/2 would su�ce. Kinematic observables binned in N and at fixed Q

in the region of validity of this e↵ective framework are insensitive as n ! 1; we will see this

explicitly below with the single particle p? distribution, where we also give a quantitative

estimate for the validity condition. In order to correctly capture scalings with Q, the value of

n is important in that it captures the value of ⌘1/2, which scales with Q. Any other step-like

function, however, would capture the same scaling and, at least at large enough Q, this scaling

should be independent of the precise form of the tail.

The above established value of n can then be used to compare our predicted pseudorapid-

ity distribution to data. This is done in Fig. 2 where we compare our prediction to data from

the CMS and TOTEM experiments [49] of the charged particle number density as a function
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Any function f(x) that is analytic 
and highly peaked at x=0 
produces the ‘Feynman’ plateau. 
Effective description is an 
Expansion around this

Fall-off can be fitted for 
useful self-consistency 
check, but it is outside 
effective description, so 
general results are agnostic 
to it

8 TeV pp



In the  limit, the symmetries of min bias events and central 
limit theorem require the matrix element is exclusively a function of 
the total energy of the observed final state particles

<latexit sha1_base64="qFRu5frvI50ryoueDrTlyNIJzVs=">AAAB8nicbVBNSwMxFMzWr1q/qh69BIvgqeyKqMeiF09SwdrC7lKyabYNzSZL8lZYlv4MLx4U8eqv8ea/MW33oK0DgWHmPfJmolRwA6777VRWVtfWN6qbta3tnd29+v7Bo1GZpqxDlVC6FxHDBJesAxwE66WakSQSrBuNb6Z+94lpw5V8gDxlYUKGksecErCSfxeAwgGXMeT9esNtujPgZeKVpIFKtPv1r2CgaJYwCVQQY3zPTSEsiAZOBZvUgsywlNAxGTLfUkkSZsJidvIEn1hlgGOl7ZOAZ+rvjYIkxuRJZCcTAiOz6E3F/zw/g/gqLLhMM2CSzj+KM4Ftzml+POCaURC5JYRqbm/FdEQ0oWBbqtkSvMXIy+TxrOldNN3780bruqyjio7QMTpFHrpELXSL2qiDKFLoGb2iNwecF+fd+ZiPVpxy5xD9gfP5AxSwkSA=</latexit>

N ! 1

The distribution of particle transverse momentum is universal, and 
depends on a single parameter, with fractional dispersion relation

By a positivity condition, all azimuthal correlations vanish as  
at fixed collision energy
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N ! 1

Scaling and factorisation of long-distance pairwise particle pseudo-
rapidity correlations as  (relevant for the pp ‘ridge’)
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N ! 1

The predictions include (From power counting and symmetries)



The predictions include 
In the  limit, the symmetries of min bias events and central 
limit theorem require the matrix element is exclusively a function of 
the total energy of the observed final state particles
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The distribution of particle transverse momentum is universal, and 
depends on a single parameter, with fractional dispersion relation

By a positivity condition, all azimuthal correlations vanish as  
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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The distribution on unsmeared phase space can be shown to be a 
Bessel function

The function f is now fixed, no wiggle-room
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explicitly on the number of detected particles N . This number fluctuates event-by-event and
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bution is just a normalized probability distribution, so we multiply by a factor to fit data. As
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and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.
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element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an
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Figure 3: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 7 TeV pp collisions at CMS from Ref. [47] compared to our prediction. The data have

an |⌘| < 2.4 cut on the charged particles. Our prediction from the asymptotic expression of

Eq. (3.19) (solid) uses hp?i = 0.65 GeV, and also plotted is the distribution on flat phase space

of Eq. (3.10) (dashed).

Fitting the 7 TeV data from CMS in Fig. 3 fixes hp?i = 0.65 GeV, and from the 8 TeV

CMS+TOTEM data of the pseudorapidity distribution from Fig. 2, we fit n = 1.6⇥105. While

these data are from di↵erent collision energies and so are perhaps not directly comparable and

interpretable from one to the other, we only anticipate logarithmic dependence on center-

of-mass collision energy, so their distinction should be minimal when applied to our (rather

coarse) scaling predictions. Taking these values along with Q = 8 TeV, the expected value of

the detected multiplicity from Eq. (3.23) is then

N ' 21 . (3.24)

While this is a very simple and crude prediction, it is nevertheless in the same order-of-

magnitude as the number of observed charged particles from Fig. 2, for example. In that

figure, the number density of charged particles with transverse momentum greater than 40

MeV is roughly 6.5 per unit pseudorapidity for |⌘| . 5.5. So, there are roughly 72 charged

particles in each event. Our prediction is about a factor of 3 smaller, which is likely accounted

for by the transverse momentum cut. 40 MeV is less than the mass of the pion, and so violates

an assumption of our power counting. Increasing this cut would correspondingly decrease the

number of detected particles, while not a↵ecting our fit value for hp?i.

Further, the expression for multiplicity N from Eq. (3.23) implies a non-trivial dependence

on the center-of-mass collision energy. First, note that the value of n in the form of the function

f(x) is related to the collision energy Q through Eq. (3.8):

⌘max ' log
Q

p?cut
' log n . (3.25)

Here, p?cut is the experimental lower bound on detected particle transverse momentum. Then,

as long as the dependence of the mean transverse momentum hp?i on the collision energy Q
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Expression for distribution parameter 
depends only on variable = average pT

7 TeV pp collisions

With f(x) from Eq. (3.6), the mean transverse momentum is
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in the n ! 1 limit. The p? distribution with this form of f(x) is
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Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of
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for z � 1. With this approximation, the distribution is
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ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is
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Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have
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As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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bution is just a normalized probability distribution, so we multiply by a factor to fit data. As
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malization here. In general, we find good agreement between our prediction and data, with a
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and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.
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up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
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first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is

pflat(p?) / p?

Z 1

�1
d⌘ e

� k+e⌘+k�e�⌘

k+k� Np? = p? K0

✓
2Np?

p
k+k�

◆
, (3.9)

where K0(z) is a modified Bessel function. The unit normalized distribution is

pflat(p?) =
4N

2
p?

k+k� K0

✓
2Np?

p
k+k�

◆
. (3.10)

With this result, the distribution smeared with the function f(k+
k
�) is, in general,

p(p?) =
1

Q2

Z Q

0
dk

+
Z Q

0
dk

�
f
�
k
+
k
��

pflat(p?) (3.11)

=
1

Q2

Z Q

0
dk

+
Z Q

0
dk

�
f
�
k
+
k
�� 4N

2
p?

k+k� K0

✓
2Np?

p
k+k�

◆

=
4N

2
p?

Q2

Z 1

0
dx log

1

x
f(x)

1

x
K0

✓
2Np?
Q

p
x

◆
.

Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution
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of pseudorapidity, dN/d⌘, in 8 TeV pp collisions. Our prediction for the pseudorapidity distri-

bution is just a normalized probability distribution, so we multiply by a factor to fit data. As

mentioned earlier, our present formulation of the expansion of the minimum bias cross section

does not enable us to predict the multiplicity distribution, so we can’t predict the overall nor-

malization here. In general, we find good agreement between our prediction and data, with a

noticeable lack of a dip in our prediction near ⌘ = 0. Hadrons are of course massive particles

and there is a distinction between their rapidity and pseudorapidity which is manifest as the

dip in the pseudorapidity distribution. We assumed that the transverse momentum of particles

is much larger than their mass, so we ignore the pseudo/rapidity distinction. However, the

data include particles with transverse momentum above 40 MeV which includes hadrons with

transverse momentum comparable to their mass.

3.2 Transverse Momentum Distributions

We now turn to understanding transverse momentum distributions in pp collisions. The set-

up for this analysis will be the same as that for pseudorapidity. We take the squared matrix

element for the detected particles |M|
2 = 1 and take the large-N limit of phase space. The

first steps are therefore very similar to that for pseudorapidity, so we won’t repeat them here.

From Eq. (3.2), the flat phase space distribution of the transverse momentum is
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where K0(z) is a modified Bessel function. The unit normalized distribution is
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With this result, the distribution smeared with the function f(k+
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Unlike the pseudorapidity distribution, the transverse momentum distribution depends

explicitly on the number of detected particles N . This number fluctuates event-by-event and

we do not predict the multiplicity distribution. So, instead, we will re-write this distribution

in terms of the mean transverse momentum, which we can calculate and is unique over an

ensemble of collision events. This mean is
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Transverse momentum distribution
The distribution on unsmeared phase space can be shown to be a 
Bessel function

The function f is now fixed, no wiggle-room

See edge of validity of the effective 
min bias description where we expect 
it, self-consistent 

7 TeV pp collisions

With f(x) from Eq. (3.6), the mean transverse momentum is

hp?i =
⇡

4

Q

N
h
p

xi '
⇡
3/2

Q

8
p

nN
, (3.13)

in the n ! 1 limit. The p? distribution with this form of f(x) is

p(p?) =
⇡
3
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�E + log n
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0
dx log
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x
e
�nx 1

x
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p
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!
. (3.14)

Data of the transverse momentum distribution are often displayed as a number density per

phase space volume, and so what we will plot is actually

1

2⇡p?

dN

dp?
/

p(p?)

p?
. (3.15)

Note that once we determine f(x) from pseudorapidity data, the prediction of the transverse

momentum distribution only depends on a single parameter, hp?i. Additionally, a cut on the

maximum pseudorapidity of particles that contribute to this distribution can be incorporated,

as such a cut is always imposed in data. However, any such cut that is relevant experimentally

has an exceedingly small e↵ect on the transverse momentum distribution, so we will not include

it in what follows.

The reason for e↵ective independence on a pseudorapidity cut is as follows. In the large

n limit, the transverse momentum distribution of Eq. (3.14) is itself independent of n. The

Bessel function has an asymptotic form of

K0(z) !

r
⇡

2z
e
�z

, (3.16)

for z � 1. With this approximation, the distribution is

p(p?) ⇠
p

p?

Z 1

0
dx log

1

x

e
�nx� ⇡3/2p?

4hp?i
p

xn

x3/4
, (3.17)

ignoring overall constant factors. Now, with n � 1, we can saddle-point approximate the

exponential. The value of x for which the exponent factor is minimized is

xmin =
⇡

4n

p
2/3
?

hp?i2/3
. (3.18)

Just setting x in the integrand equal to this minimum value, taking n ! 1 and ignoring

non-exponential factors, we have

p(p?) ⇠ e
� 3⇡

4

p
2/3
?

hp?i2/3 . (3.19)

As the value of n in turn determines the maximum value of pseudorapidity according to

Eq. (3.8), as long as n is large enough, any dependence on a pseudorapidity cut is eliminated.

This probability distribution is like the Boltzmann factor for the “gas” of N detected

particles. Hence, they have a dispersion relation of ! / k
2/3
? . Fractional dispersion relations

are very strange, but can arise from integrating out a gapless subsystem of a larger system
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Figure 4: Transverse momentum distribution of charged particles in minimum bias events in
p

s = 2.76 TeV pp collisions at ATLAS from Ref. [44] compared to our asymptotic prediction

and a Tsallis distribution. The data have an |⌘| < 2 cut on the charged particles. In our

prediction of Eq. (3.19), we set the parameter hp?i = 0.5 GeV and the parameters of the

Tsallis distribution are n = 6.6 and T = 0.12 GeV.

However, with the approximations that we have made thus far, we can estimate where

our description of the transverse momentum distribution should break down. In the deriva-

tion of our results, an important approximation that we made in the large-N limit was that

momentum conservation could be ignored, which in turn resulted in an exponential appearing

in the calculation of distributions on flat phase space in Eq. (3.2). By carefully analyzing this

approximation, we can identify where it breaks down. First, the large-N flat phase space factor

can be written as
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So far, this is exact, but higher-order terms in the exponent can be safely ignored only if

p? ⌧
k
+
k
�

k+e⌘ + k�e�⌘
. (3.29)

Recall that k
+
k
� is the total squared energy of the detected particles. In coordinates that we

used earlier, we expressed

x =
k
+
k
�

Q2
, �⌘ =

1

2
log

k
�

k+
, (3.30)

and so the limit on transverse momentum is

p? ⌧
k
+
k
�

k+e⌘ + k�e�⌘
=

p
x Q

2 cosh(⌘ � �⌘)
, (3.31)
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Constructed an effective description of min bias, based on power 
counting and symmetry

Framework predicts features, particularly in the  limit, that 
are borne out in collider data
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N ! 1

Conclusions

Future directions include detailed analysis, in particular away from 
, and comparison with data on small system collective 

behaviour, jet quenching
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N ! 1

Not presented here, but description works for other colliders: 
electron-hadron, and e+ e-, by accounting for different symmetries

Underlying event, with different symmetries again, could be 
interesting to study by a similar approach
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Lorentz invariant phase space is a 
Stiefel Manifold

Momentum conservation On-shell

?
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pflat(⌘) = 2k+k�(k+e⌘ + k�e�⌘)�2

on flat phase space is then

pflat(⌘) = 2k
+
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. (3.3)

In the large-N limit, this can also be directly derived from assuming that all particles have a

distribution flat in cos ✓, the polar angle from the beam. Note that this large-N limit ignores

momentum conservation in transforming to the exponential integrand.

We can then use this result to determine the observed pseudorapidity distribution p(⌘)

smeared against the function f(k+
k
�). We have
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In the final line, we have set xQ
2 = k

+
k
� and integrated over the pseudorapidity of the

system of final state particles in the lab frame. Written in this way, f(x) is itself a probability

distribution whose normalization is inherited from its expression in terms of k
+ and k

�:

1 =
1
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0
dk
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We also note that because f(x) � 0 on x 2 [0, 1], the pseudorapidity distribution p(⌘) mono-

tonically decreases as |⌘| increases away from ⌘ = 0. The integral in the final line of Eq. (3.4)

is also dominated by the region for 0  x . 1/ cosh(2⌘).

To go further, we need an explicit form for the function f(x). As we noted earlier, f(x)

should be analytic on x 2 [0, 1] because it is a physical squared matrix element. Also, because

of the collinear singularity of QCD, we expect a very flat distribution of pseudorapidity over a

wide range. From our expression for the pseudorapidity distribution p(⌘) in Eq. (3.4), we note

that if f(x) = �(x), then p(⌘) is flat, but not normalizable. So, combining these observations

suggests that f(x) should be highly-peaked at x = 0 and analytic. This motivates the following

form:

f(k+
k
�) =

n + 1

Hn+1
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, (3.6)

where n � 1 ensures strong peaking at x = 0, Hn is the harmonic number and �E is the

Euler-Mascheroni constant.3 We discuss the independence of our results on the precise form

of this function shortly.

3We have currently described the function f(k+k�) as a function that corresponds to smearing the flat phase

space distribution. However, it can equivalently be interpreted as a squared matrix element |M|2 for the N

detected particles using the relationship from Eq. (2.12). With this interpretation, the squared matrix element

is

|M|2 ⇠ e
�n k+k�

Q2 ⇠ exp

2

4�n
NX

i 6=j

p?ip?j

Q2
cosh(⌘i � ⌘j)

3

5 , (3.7)

to leading order in 1/N in the exponent. Of course, regardless of the interpretation, we find the same predictions

for the desired measured quantities.
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should be analytic on x 2 [0, 1] because it is a physical squared matrix element. Also, because
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where n � 1 ensures strong peaking at x = 0, Hn is the harmonic number and �E is the

Euler-Mascheroni constant.3 We discuss the independence of our results on the precise form

of this function shortly.

3We have currently described the function f(k+k�) as a function that corresponds to smearing the flat phase

space distribution. However, it can equivalently be interpreted as a squared matrix element |M|2 for the N

detected particles using the relationship from Eq. (2.12). With this interpretation, the squared matrix element
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to leading order in 1/N in the exponent. Of course, regardless of the interpretation, we find the same predictions

for the desired measured quantities.
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