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i Our Service Portfolio

Cloud Compute - Online Storage

FitSM Training

Learn how to manage IT services with a pragmatic and

Run virtual machines on demand with complete control over Vmt Store, share and access your files and their metadata on a
E E lightweight standard

computing resources global scale

Cloud Container Compute BETA Archive Storage

Run Docker containers in a lightweight virtualised EEE Back-up your data for the long term and future use in a
environment secure environment

=
OO High-Throughput Compute Data Transfer o al Training Infrastructure
[ *» i
e N
Eta
o
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ISO 27001 Training

Learn how to manage and secure information assets

Execute thousands of computational tasks to analyse large Dedicated computing and storage for training and education
datasets P v 9 Transfer large sets of data from one place to another puting 9 9

Security
Workload Manager BETA

Manage computing workloads in an efficient way

2 Check-in BETA
/ Login with your own credentials

Applications

Applications on Demand BETA

Use online applications for your data & compute intensive
research

Notebooks BETA

Create interactive documents with live code, visualisations
and text
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-ecsi EGI Cloud Compute

* Multi-cloud laaS with Single Sign-On and:
= Common VM image catalogue

= Discovery, accounting, monitoring
= Unified GUI dashboard

* Providers of the service operate a cloud framework and a set of connectors to
the EGI federation services (accounting, discovery, AppDB image catalogue)

= Technology agnostic (OpenStack/OpenNebula/Synnefo), but OpenStack becoming the
middleware of choice for all providers

= Used to enforce a common laaS APl (OCClI)
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eci EGI Cloud Compute Evolution
AAl

* Transition from X.509 to OpenID Connect under good progress
= 100% of OpenStack sites now support OIDC!
= OpenNebula pilots successful
= AppDB finalising support during Q3 2019

Monitoring
with OIDC

Service State Information
Current Status: [JOK]] (for 2d 2h 13m 56s)

C L I a C C e S S Status Information: Authenticated with OpenlD Connect
Endpoint: hitps://thor.univ-lile.fr:5000v3
Auth token (cut to 64 chars):

. g 'my60qYyKVHER Q2561KOY5AqUNohQpInPzxOXBuzmv_KCug
W |t I D Project OPS, ID: bee15053597542e3bdd4d7¢c281eef650
Nova: http://thor.univ-lille.fr:8774/v2.1/bee15053597542e3bdddd7c281eef650

Glance: http://thor.univ-lille.fr:9292

infopro: ~ Neutron: http://thor.univ-lille.fr:9696

Image: 4c268704-c436-4{7f-95da-7c9cdc026971

Flavor ID: 2ed2dad4-4971-4231-82e8-0209f9e3e9ad

Network id: a3127{86-c95b-4674-addc-40f2c0c5037a

Creating server:280e1ee6-d350-4022-8cf0-65' rtest

Check server status every 1s: BUILD BUILD BUILD BUILD ACTIVE

Server created in 12.55 seconds

Trying to delete d350-4022-8¢f0-65 1

Check server status every 1s: ACTIVE DELETED
10€6-d350-4022-8¢f0-

# enol@infopr

1 deleted in 3.45 seconds

OK: Compute 1ee6-d350-4022-8cf0- 1 created(12.55s) and
destroyed(3.45s)

Performance Data:

Current Attempt: 1/2 (HARD state)

Last Check Time: 04-29-2019 13:56:20

Check Type: ACTIVE

Check Latency / Duration: 0.000 / 24.423 seconds

Next Scheduled Check:  04-29-2019 14:56:20

Last State Change: 04-27-2019 11:56:20

Last Notification: 04-27-2019 11:56:49 (notification 14)

Is This Service Flapping? N/A

In Scheduled Downtime?

Last Update: 04-29-2019 14:10:10 ( 0d Oh Om 65 ago)
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-ecsi EGI Cloud Compute Evolution

Central operations

* We are moving to a central-operations model
= AAl integration with Check-in (OIDC) remains under site control, but

= Sites do not operate connectors with EGI federation, instead handled by a EGI Cloud
operations team
= Status:
o Cloud-info tested successfully!
o cloudkeeper missing fixing issues found during tests

o Accounting to be decided once cloud-info and cloudkeeper pilots (but we don’t foresee any
major issues)

o Service accounts in Check-in will simplify management
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-esi Evolution, site perspective
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-ecsi EGI Cloud Compute Evolution

Other components

Info-provider
* Moving to GlueSchema 2.1: implementation ready, waiting for OGF approval of standard
= Stop using BDIl and instead rely on Argo Messaging System: tests ok, will implement under the central
operations schema
Accounting
= |P and Storage accounting under progress

cloudkeeper:
* Transition to 2.0 protocol, easier to operate under VO-scoped setup (central operations)

AppDB:
= Native APl support
= OIDC support
" GlueSchema 2.1
= Migration to AMS from BDII
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-ecsi EGI Cloud Container Compute

Run containers on top of EGI Cloud Compute

* Service has been in beta phase since long

* Our understanding on how to run containers has evolved over the years

= Started with “let’s use nova-docker”, transitioned to “just run containers on your VMs”
to “let’s provide Kubernetes deployment on demand”

= EC3 is now ready to deploy auto-scaling Kubernetes cluster

* What’s next?
= Testing, testing, and some more testing!
= Move the EC3 / Kubernetes setup into production

= Probably not moving into (automatically) managing complete lifecycle of the k8s
cluster (upgrades, handling failures)
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-ecsi EGI Notebooks

* Run Jupyter Notebooks directly from
your browser:

« EGI Checkin T -
= Persistent storage S °
= Scalable computing in the EGI Cloud -
* Public, free instance with 1 vCPU e
cores/1GB RAM per user at NI
https://notebooks.egi.eu e %e

®o --@

* Community specific deployments
based on negotiation (SLA signed)
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https://notebooks.egi.eu/

EGI Notebooks + DataHub

* 4 oneproviders running at EGI Cloud .
sites )

c a

ONE MANAGE ACCOUNT

= Same space, hosting SeaDataNet data
for demo

DATA SPACE MANAGEMENT

* 1 oneprovider running near the
notebooks

= Caches data access
= Ensures good performance

& G
a
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Seamless integration

/ EGI DataHub \

e AuthN/AuthZ

EGI
Checkln
AuthN/AuthZ et supported
spaces Caches data
Interactive / 7 \
Notebook .
~ jupyter
. ) v - JupY oneprovider
jupyterhub i |
,\/
......... A T jupyter Notebooks
Persistent
K Kubernetes cluster on EGI Cloud Compute Storage /
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https://training.fedcloud-tf.fedcloud.eu/

-ecsi Beyond EGI DataHub

* EGI Notebooks already ready to be interact with other storage systems:
= D4Science VRE Workspace (in production for AGINFRA+)
= B2DROP (tests done for EPOS-ORFEUS)
= NFS server for shared data (in production for LABSS)
= OpenStack cinder volumes (tests done for Max-CoE)

* Potentially can integrate any storage that can be exposed as kubernetes volumes:
= B2SAFE (e.g. using webdav iRods interface)
= Ceph
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-ecsi EGI Notebooks for reproducible

science

1 TANE HAS WRITTEN A PAPER
d B N d er.ano pe Nn-source we b - BASED ON HER EXPERIMENTS, SH% DESCRIBES THE
EXPERIMENTS AS A

-applicat-ion to turn repositories in \1@5 ﬁ Q% - :
interactive notebooks % ELL T -~

. &£ AND RESOURCES:

* |t uses Modern technology in cloud O = bt

SHE WOULD LIKE ANYONE TO BE bATA,

orchestration (Kubernetes), LR J
interactive computing (Jupyter), = =
scientific computing (the open- T e Yo e
science ecosystem)
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Our open science cycle implementation

EGI Notebook EGI Notebooks
Binder

1. Perform data
analysis and
visualisation with
Big Data

2.Publish notebook GitHub
and Generate DOI

5. Resolve DOI, re-
create notebook
environment

6. Reproduce analysis

Researcher

3. Cite DOI
in publication

Fellow

researchers

Journal paper
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-esi EGI Notebooks: coming next

* Move to DataHub integration to production notebooks instance
= Improve performance and reliability of providers
= Add open datasets

* Explore new storage systems and integrate into production

* Improve the current binder setup (move to beta)
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