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HEAVY-ION PHYSICS [SCOPE]
:: the physics of ultra-relativistic collisions of heavy nuclei

PbPb@LHC, {AuAu,CuCu,UU}@RHIC, {PbPb,InIn}@SPS[fixed target], …
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HEAVY-ION PHYSICS
:: but also

:: light[er]-heavy ion collisions
{CuAu, dAu}@RHIC

:: which [obviously] includes

:: proton-nucleus collisions
pPb@LHC

the lightest of all ions

HEAVY-ION PHYSICS [SCOPE]
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HEAVY-ION PHYSICS
:: and deep-inelastic scattering off nuclei l

l

γ*

which is essential to know the initial conditions of a heavy-ion collision

:: the structure of the colliding nuclei at all relevant scales [nuclear PDFs]

[EIC@{BNL/JLAB}, LHeC, FCC-eA] ???

HEAVY-ION PHYSICS [SCOPE]
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HEAVY-ION PHYSICS
:: and, less obviously, 

HEAVY-ION PHYSICS [SCOPE]

p p

:: whenever ‘heavy-ion-like’ behaviour is involved
4

FIG. 2. Elliptic (v2), triangular (v3) and quadrupolar (v4) flow coe�cients from superSONIC simulations (bands) compared
to experimental data from ATLAS, CMS and ALICE (symbols) for p+p (left panel), p+Pb (center panel) and Pb+Pb (right
panel) collisions at

p
s = 5.02 TeV [58–62]. Simulation parameters used were ⌘

s = 0.08 and ⇣
s = 0.01 for all systems. Note that

ATLAS results for v3, v4 are only available for
p
s = 13 TeV, while all simulation results are for

p
s = 5.02 TeV.

imental measurements at mid-rapidity. The source code
to superSONIC is publicly available [57].

RESULTS

Using superSONIC with OSU initial conditions for the
nucleon, central p+p, p+Pb and Pb+Pb collisions atp
s = 5.02 TeV have been simulated using one single fluid

framework with fixed values of shear and bulk viscosity
coe�cients for all systems. The results for the di↵erential
elliptic, triangular and quadrupolar flow at midrapidity
from superSONIC are shown in Fig. 2 together with ex-
perimental results from the ALICE, CMS and ATLAS
experiments [58–62]. The size of the bands shown for su-
perSONIC calculations includes statistical errors for the
simulations as well as systematic uncertainties obtained
from changing the second-order transport parameter ⌧⇡.
The size of the uncertainty bands suggests that simula-
tion results for all systems shown are not strongly sensi-
tive to the presence of other, non-hydrodynamic modes,
and thus a hydrodynamic e↵ective description seems ap-
plicable.

Overall, Fig. 2 implies good agreement between the
superSONIC model and experiment at low momenta for
all collision systems when taking into account the sys-
tematic and statistical uncertainties in both the theory
and experimental results. It should be pointed out that
no fine-tuning of superSONIC parameters has been at-
tempted, so no precision fit of the experimental data can
be expected. Furthermore, note that in the case of p+p
collisions, ATLAS data for v3, v4 is only available forp
s = 13 TeV, more than twice the simulated collision

energy of
p
s = 5.02 TeV.

The case of p+p collision at
p
s = 5.02 TeV has more-

over been studied as a function of multiplicity, and re-
sults for the multiplicity, mean pion transverse momen-

tum, and integrated elliptic flow are shown in Fig. 3 to-
gether with experimental data. This figure suggests that
the multiplicity distribution is well represented in the
superSONIC model, while the pion mean transverse mo-
mentum only qualitatively matches experimental results:
the simulated hpT i values exceed the results measured
by ALICE (at

p
s = 7 TeV) at all multiplicities. This

finding is not surprising given that present simulations
did not include bulk viscous corrections to the pion spec-
tra, which can be expected to considerably a↵ect hpT i
results, cf. Refs. [38, 55, 63]. Given the extreme sensitiv-
ity of hpT i on bulk viscosity for proton+proton collisions
[38], it is quite possible that including bulk corrections to
spectra and/or fine tuning can lead to quantitative agree-
ment of simulation and experiment for hpT i in p+p col-
lisions, while not significantly altering results for p+Pb
and Pb+Pb collisions. Such fine-tuning is left for future
work.

Also shown in Fig. 3 is the integrated elliptic flow coef-
ficient as a function of multiplicity, indicating that v2 sat-
urates at high multiplicities similar to what is observed
experimentally. At low multiplicities, experimental pro-
cedures employed by di↵erent experiments lead to di↵er-
ent results. So while the method employed by the ATLAS
experiment suggests a near constant behavior of v2 as a
function of multiplicity, the method employed by CMS
(not shown in Fig. 3) by construction implies that inte-
grated v2 decreases as multiplicity is lowered. Neverthe-
less, reproducing the apparent saturation of integrated
v2 at around 6 percent for high multiplicities (for which
both ATLAS and CMS experiments agree on) is non-
trivial for any model as this trend depends on the choice
of shear viscosity and nucleon initial state parameters.

For p+Pb collisions and Pb+Pb collisions at
p
s = 5.02

TeV, the model results for dN
dy for the 0-5% highest mul-

tiplicity events are within five percent of the experimen-
tal values at midrapidity [64, 65] when converting super-

Weller and Romatschke :: 1701.07145 [nucl-th]

collectivity hallmarks of heavy-ion collisions also observed  

in pPb and [high-multiplicity] pp collisions 
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HEAVY-ION PHYSICS
:: and, even less obviously, nuclei as EM field sources

HEAVY-ION PHYSICS [SCOPE]

:: poor [wo]man’s DIS

γγ → γγ 

classically forbidden process
ATLAS ::  NPHYS4208 (2017)

γ

γ

γ
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HEAVY-ION PHYSICS
✓ explore and understand fundamental properties of matter at 

the most extreme temperatures [~105 higher than the Sun’s 
core] and density achievable in a laboratory 

✓ make droplets of early Universe [(10-12(-10) to 10-6(-5) 

seconds after the Big Bang] matter

HEAVY-ION PHYSICS [PURPOSE]
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HEAVY-ION PHYSICS
✓ explore and understand fundamental properties of matter at 

the most extreme temperatures [~105 higher than the Sun’s 
core] and density achievable in a laboratory 

✓ understand QCD beyond ‘few-particles’ and ‘conventional’ 
vacuum :: explore the QCD phase diagram

HEAVY-ION PHYSICS [PURPOSE]

���� ����
s = 200 GeV

s = 5.5 TeV
��� ����
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HEAVY-ION PHYSICS
✓ explore and understand fundamental properties of matter at 

the most extreme temperatures [~105 higher than the Sun’s 
core] and density achievable in a laboratory 

✓ understand QCD beyond ‘few-particles’ and ‘conventional’ 
vacuum :: explore the QCD phase diagram 

✓ it so happens that this state-of-matter — a quark-gluon 
plasma [QGP]—  is truly remarkable …

HEAVY-ION PHYSICS [PURPOSE]
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A REMARKABLE PROPERTY OF QGP

[beam axis view of collision]

initial spatial anisotropy 
[pressure gradients]

Φ

final state soft particles preferably aligned the collision plane

final state momentum anisotropy

a natural consequence of hydrodynamics

QGP manifests collectivity :: it flows

QGP is a nearly perfect liquid :: QGP is strongly coupled
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FLOW AND STRONG COUPLING
strong coupled systems flow

Shape analysis of strongly-interacting systems: the heavy ion case 5

2 fm/c 

4 fm/c 

8 fm/c 

6 fm/c 

0 fm/c 

Figure 2. Time evolution of spatial anisotropy two strongly-coupled systems. Left: A
degenerate Fermi gas of ultra-cold Li atoms released from an anisotropic trap. From [14].
Reprinted with permission from AAAS. Right: Hydrodynamical calculation of the evolution
of a Au+Au collision at

p
sNN = 130 GeV. Evolution on the right corresponds to an equation

of state (EoS) for an ideal massless gas. On the left, the EoS includes a first-order transition
between hadronic and QGP phases. From [12], reprinted with permission.

plasma is generated within a few fs, at temperatures of 105 � 106 K. The plasma expands
rapidly (⇠ ps), cooling as it does so, and returns to charge-confined degrees of freedom.
Plasma hydrodynamics and two-component “blast-wave” pictures [21] are used to describe
and understand the source evolution [17].

With huge changes in physical scales and “color charge” replacing “electric charge,”
the above describes the situation with RHIC collisions rather well, down to the blast-wave
parameterizations [22]. In both cases, too, the final-state anisotropy carries important physical
information. The anisotropic final-state geometry of a microexplosion is measured directly
by a scanning electron microscope; c.f. Figure 3. In a heavy ion experiment, it is the final-
state momenta that are directly measured, and azimuthally-sensitive two-particle intensity
interferometry must be used to measure the coordinate-space geometry.

Since the first proof-of-principle microexplosion experiments, there has been
considerable activity to extract the equation of state of the matter– the plasma state, phase
transitions, etc. The approach taken is essentially identical to the one we now propose at
RHIC: to measure the final-state anisotropy as the initial energy of the system is varied, and

Lisa et al. ::  New J.Phys 13 (2011)
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degenerate Fermi gas of ultracold Li 
atoms released from anisotropic trap
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HEAVY-ION PHYSICS
✓ explore and understand fundamental properties of matter at 

the most extreme temperatures [~105 higher than the Sun’s 
core] and density achievable in a laboratory 

✓ understand QCD beyond ‘few-particles’ and ‘conventional’ 
vacuum :: explore the QCD phase diagram 

✓ understand emergent collective and macroscopic phenomena 
in a QFT of elementary interactions between fundamental 
degrees of freedom

HEAVY-ION PHYSICS [PURPOSE]
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timeline of a heavy-ion collision



FROM NUCLEI TO QGP
�14

colliding nuclei

:: need to know how likely it is to find energetic quarks and gluons in the nucleons [nuclear PDFs] 
:: geometry of collision [how head-on they are] is VERY important



FROM NUCLEI TO QGP
�15

colliding nuclei 

time

collision 
[out-of-equilibrium process]

many soft [small momentum exchange] collisions 
• responsible for bulk low-momentum particle production 
•will quickly hydrodynamize 

very few hard [large momentum exchange] collisions  
• offspring will slowly relax towards hydrodynamization, 

yet remain out-of-equilibrium, while propagating 
through soft soup

~ 0.1 fm/c 
[~10-25 s] 



FROM NUCLEI TO QGP
�16

colliding nuclei 
[nuclear structure encoded in nPDFs]

time

~1 fm/c  
[~10-24 s]

Quark Gluon Plasma  
[hot, dense and colored nuclear matter] 
[quarks and gluons are the relevant dof]

~ 0.1 fm/c 

collision 
[out-of-equilibrium process]



FROM NUCLEI TO QGP TO HADRONS
�17

colliding nuclei 
[nuclear structure encoded in nPDFs]

time

~1 fm/c  
[~10-24 s]

Quark Gluon Plasma  
[hot, dense and colored nuclear matter] 
[quarks and gluons are the relevant dof]

~ 0.1 fm/c 

collision 
[out-of-equilibrium process]

~ 10 fm/c 

hadronization 
[the QGP expands and thus cools down] 
[once T～150 MeV back to hadronic matter]

���� ����
s = 200 GeV

s = 5.5 TeV
��� ����
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FROM NUCLEI TO QGP TO HADRONS

colliding nuclei 
[nuclear structure encoded in nPDFs]

time

~1 fm/c  
[~10-24 s]

Quark Gluon Plasma  
[hot, dense and colored nuclear matter] 
[quarks and gluons are the relevant dof]

~ 0.1 fm/c 

collision 
[out-of-equilibrium process]

~ 10 fm/c 

hadronization 
[the QGP expands and thus cools down] 
[once T～150 MeV back to hadronic matter]

hadrons 
[what is seen by experiments]
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FROM NUCLEI TO QGP TO HADRONS
�19

time

~1 fm/c  
[~10-24 s]

~ 0.1 fm/c ~ 10 fm/c 

what we can ideally determine/constrain elsewhere 
•electron-nucleus EIC/LHeC/FCC-eA 
•proton-nucleus [to a lesser extent] LHC/RHIC—sPHENIX 

all we have

what we want to understand 
•how we get here? 
•what it is? 
•how it stops being?



HOW DOES QGP COME INTO BEING?
✓ how does a rapidly expanding, violently out-of-equilibrium 

system, reach some form of equilibrium state amenable to a 
‘macroscopic’ treatment? 

✓ (thermalization, isotropization, hydrodynamization, 
equation-of-statization) are all different names that imply 
some stronger or weaker sort of equilibrium  

✓ this is a very tough open problem

�20



understanding QGP can be invaluable for 
understanding strongly coupled systems in general 

[and vice-versa]

QGP is the only strongly coupled system of 
Standard Model microscopic degrees of freedom



HOW TO PROBE ANYTHING
�22



HOW TO PROBE ANYTHING
scatter something off it

Abstruse  Goose
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HOW TO PROBE ANYTHING
scatter something off it

Abstruse  Goosecannot [easily] understand a frog from scattering it off another frog

�24



HOW TO PROBE ANYTHING
scatter something you understand off it

7 1.1 QCD, DIS, and the parton model

k

k
0

q

Figure 1.1: Lepton-hadron scattering experiment

proton ⇠ 1 fm), the internal (deep) structure of the hadron is probed.

In deep inelastic scattering (DIS) experiments, fig. 1.2, a lepton9 is scattered o↵ a hadronic

target10.

kl

k
0

l
0

q �
⇤

p
)

pX

Figure 1.2: Deep inelastic scattering

Here, k is the momentum of the incoming lepton (l), k
0 the momentum of the lepton in the

final state (l0). The exchanged photon has momentum q = k � k
0, p is the momentum of

the hadronic target of mass M , and pX = p + q is the momentum of the final state hadronic

system.

It is convenient to define the Lorentz invariants:

s = (p + k)2 , (1.5)
9Or anti-lepton.

10In general, the lepton can also be a neutrino. In that case, the interaction is due to the exchange of a
charged vector boson (W±). For a charged lepton, the exchanged boson is either a photon or a Z

0. Hereafter,
we shall only consider the scattering of charged leptons, at energies well below the Z

0 threshold, such that
the exchanged boson will always be a photon.

deep inelastic scattering is the golden process for proton/nucleus structure determination

dial Q2 = -q2=- (k’- k)2 to probe distances λ= ℏ/Q

QGP too short-lived for external probes to be of any use
:: to mimic DIS paradigm need multi-scale probes produced in 
the same collision as the QGP 

jets
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WHAT IS A JET ?
jet is a jet is a jet is a jet 

[theory view] 
the offspring of the  QCD 
branching of a hard parton 
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WHAT IS A JET ?
jet is a jet is a jet is a jet

[theory view] 
the offspring of the  QCD 
branching of a hard parton 

[experimental view] 
collimated bunch of particles 
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WHAT IS A JET ?
jet is a jet is a jet is a jet

[theory view] 
the offspring of the  QCD 
branching of a hard parton 

[experimental view] 
collimated bunch of particles 

[strictly] 
defined by a jet algorithm

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4
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WHAT IS A JET ?
jet is a jet is a jet is a jet

UNIQUE AMONGST QGP PROBES 

•multi-scale  
:: broad range of spatial and momentum scales involved in jet evolution in QGP 

•multi-observable  
:: different observable jet properties sensitive to different QGP scales and properties 

•very well understood in vacuum  
:: fully controlled benchmark 

•feasible close relative of a standard scattering experiment

�29



HOW A JET IS BORN
✓ rare very energetic collisions of partons [quarks or gluons] 

within the overall collision produce very energetic [and 
virtual] back to back partons 

✓ these partons will split [one parton becomes two partons] 

✓ each daughter can again split …

�30

how long does it take for a parton to split?



SPLITTING TIME

✓ splitting time = life-time of boosted virtual mother state

�31

tf =
1

M𝗏𝗂𝗋𝗍

E
M𝗏𝗂𝗋𝗍

Pμ = (E, ⃗P )

kμ = (zE, ⃗k )

pμ = ((1 − z)E, ⃗p )

M2
𝗏𝗂𝗋𝗍 = P2 = (p + k)2 = p2 + k2 + 2p ⋅ k ≃ 2z(1 − z)E(1 − cos θ)

uncertainty principle

relativistic time-dilation



SPLITTING TIME
✓ for soft small-angle emissions 

✓ if one considers only primary soft emissions [radiated particles 
will not radiate further] we get a simple, and rather accurate, 
prototype of a jet 

✓ emissions are ordered in angle :: large angle emissions 
happen early :: small-angle happens late 

✓ emissions are ordered in transverse momentum

�32

tf =
1

zEθ2
=

1
ωθ2

=
ω
k2

⊥

ω = zE
k⊥ = zEθ = ωθ

t
θ1 θ2 θ3

θ1 ≫ θ2 ≫ θ3

k2⊥
k1⊥

k3⊥

k1⊥ ≫ k2⊥ ≫ k3⊥



SPLITTING TIME
�33

tf =
1

zEθ2
=

1
ωθ2

=
ω
k2

⊥

t
θ1 θ2 θ3

k2⊥
k1⊥

k3⊥

jets involve a broad range of scales



INTERACTION WITH QGP
✓ QGP provides external source of transverse momentum 

✓ jet structure is modified by QGP

�34

tf =
ω

̂q
k2

⊥ = ̂qL

we notice the change of sign that takes place around kf. As mentioned previously, for

momenta k2f < k2 < Q2
s the momentum broadening of the “in-in” contribution sets it apart

from the out-of-medium contribution, lower row of eq. (5.15), preventing the appearance

of a pure vacuum component.7 For k2 > Q2
s these contributions cancel exactly with part

of the “in-in” contribution, as anticipated in the discussion below eq. (5.10).

5.3 Leading behavior of medium-induced radiation

In summary, the single-gluon spectrum o↵ an accelerated charge in the presence of a

medium consists of three parts. First and foremost, the induced component of the in-

dependent spectrum is given by

R
med
q ⇡ 4!

Z L

0
dt0

Z
d2k0

(2⇡)2
P(k � k0, L � t0) sin

✓
k02

2k2f

◆
e
� k02

2k2
f . (5.16)

This is a novel, transparent way of writing the BDMPS-Z spectrum. Let us recap the

main features of this spectrum. It describes the emission of a gluon with momentum

k0, distributed mainly around the preferred value kf which corresponds to the amount

of momentum accumulated during its formation time tf. After the gluon is formed it is

no longer correlated with the emitting quark and its subsequent Brownian motion along

its trajectory leads to a characteristic momentum broadening. This spectrum scales with

the length of the medium L, since the medium-induced emissions can take place at any

point along the trajectory of the quark through the medium. The remaining terms are

not enhanced neither by the medium length L nor are they enhanced by a logarithmic

divergence, such as for the bremsstrahlung, and they can therefore be neglected at the

level of our approximations.

In addition, one has the soft and hard bremsstrahlung contributions which are de-

scribed in detail in sec. 5.2.

5.4 Analytical continuation prescription for short formation times

While the independent spectrum by itself permits a fully analytical discussion, see the

previous section, this is not the case for the interferences. To highlight the interesting

features of these contributions in a well-controlled manner we will therefore introduce a

procedure which captures the leading behavior of the independent spectrum around the

typical medium scale at emission, k02
⇠ k2f , and which still permits an analytical treatment.

In the subsequent sections we will show that this procedure also can be applied to the

interference spectra.

The main lesson learned from the considerations in section 5 is that the time di↵erence

of emission in the amplitude and complex conjugate amplitude, denoted by �t, is limited

by the formation time, tf, due to the LPM suppression. This is, e.g., clearly seen in the

7
There is, of course a non-zero probability that the gluon does not experience further broadening while

traversing the medium and reaches the final-state cut with momentum k = k0
. This contribution is indeed

the genuine vacuum contribution.

– 18 –

K. Tywoniuk (Lund University) “Advancing QCD-based calculations of energy loss”  

Induced gluon spectrum

7

τf =
√

ω/q̂

k2
f =

√
q̂ω

Q2
s = q̂L

Two step process
• quantum emission + classical broadening

can transport gluons up                       
to very large angles!

• emission all along L
• soft & collinear safe!

Mehtar-Tani, Salgado, KT arXiv:1205:5739

classical broadening

quantum emission/broadening 
during formation time



PROBING QGP WITH JETS
✓ modern jet analysis techniques allow us to correlate specific 

modifications of jets with specific properties of the QGP-jet 
interaction 

✓   these involve the theoretical description of the interaction from 
QCD first principles; the use of techniques borrowed from string 
theory; the development of simulation codes, the identification 
of the ‘right’ observables; the very selective grooming of the jets; 
the use of Machine Learning techniques; …   

✓ understanding how parts of the jet relax into QGP amounts to 
understanding how the QGP was born in the first place

�35

this research programme has only started a few years ago  

:: most remains to be done and understood :: 



BACKUPS



Multiplicities at midrapidity

• Number of charged particles found in detector as a function of 
pseudorapidity eta. Approximately independent of eta 

• Not all particles charged: 

• Total charged: 

•  RHIC: ~5000, LHC: ~25000

Ntot ⇡ 1.6⇥Nch

HEAVY ION COLLISIONS
�37

SPS RHIC LHC FCC

√sNN  
[TeV] 0.017 0.2 2.76  

(5.5) 39

volume at freezout  
[fm3] 1200 2300 5000  

(6200) 11000

ε(τ=1fm/c)  
[GeV/fm3] 3-4 4-7 12-13 

(16-17) 35-40

lifetime 
[fm/c] 4 7 10  

(11) 13

:: all this can be estimated from the number of particles produced at mid-rapidity



HEAVY ION COLLISIONS
�38

Table 2: Global properties measured in central Pb–Pb collisions (0–5% centrality class) at
p
sNN =

2.76 TeV and extrapolated to 5.5 and 39 TeV. The measurements at 2.76 TeV [9–14] are reported for
comparison only and without experimental uncertainties.

Quantity Pb–Pb 2.76 TeV Pb–Pb 5.5 TeV Pb–Pb 39 TeV
dNch/d⌘ at ⌘ = 0 1600 2000 3600
Total Nch 17000 23000 50000
dET/d⌘ at ⌘ = 0 1.8–2.0 TeV 2.3–2.6 TeV 5.2–5.8 TeV
Homogeneity volume 5000 fm3 6200 fm3 11000 fm3

Decoupling time 10 fm/c 11 fm/c 13 fm/c
" at ⌧ = 1 fm/c 12–13 GeV/fm3 16–17 GeV/fm3 35–40 GeV/fm3

Fig. 2: Left: space-time profile at freeze-out from hydrodynamical calculations for central Pb–Pb colli-
sions at

p
sNN = 5.5 TeV and 39 TeV. Right: time evolution of the QGP temperature as estimated on the

basis of the Bjorken relation and the Stefan-Boltzmann equation (see text for details).

multiplicity at FCC energy is of prime importance for the fluid dynamic expansion, since it constrains a
central characteristic of the initial conditions, namely the entropy density at initial time. More precisely,
for a general viscous dynamics, the second law of thermodynamics implies that the final multiplicity puts
an upper bound on the initial entropy. However, the QCD matter produced in heavy-ion collisions shows
very small dissipative properties at TeV energies and is thus expected to follow a close to isentropic
expansion: the initial entropy density is then fixed by the final event multiplicity. The

p
s-dependence

of fluid dynamic simulations of heavy-ion collisions thus results mainly from the increase in event mul-
tiplicity with

p
s. To illustrate the impact of the expected multiplicity increase from LHC to FCC, we

have run a simplified fluid dynamic simulation for a central Pb–Pb collision. The radial dependence of
the energy density in the initial conditions was chosen to be determined as the smooth nuclear transverse
overlap function of two Wood-Saxon profiles, neglecting any possible energy dependence and fluctu-
ations. Using a standard parametrisation of a realistic QCD equation of state and minimal dissipative
properties (shear viscosity to entropy density ratio ⌘/s = 1/4⇡), we show in Fig. 2 (left) results for the
freeze-out hypersurfaces of central Pb–Pb collisions at different collision energies. This figure quantifies
the naive expectation that the denser system created at higher collision energy has to expand to a larger
volume and for a longer time before reaching the freeze-out temperature at which decoupling to hadrons

10

[FCC] CERN Yellow Report 2017

SPS RHIC LHC FCC

√sNN  
[TeV] 0.017 0.2 2.76  

(5.5) 39

volume at freezout  
[fm3] 1200 2300 5000  

(6200) 11000

ε(τ=1fm/c)  
[GeV/fm3] 3-4 4-7 12-13 

(16-17) 35-40

lifetime 
[fm/c] 4 7 10  

(11) 13

RHIC
freezout

in heavy ions √s given per nucleon pair
p
sNN =

Z

A
p
spp

:: for PbPb [LHC 14TeV] :: 82/208 x 14 = 5.5 TeV

QGP is short-lived



QCD IN ONE SLIDE

Lagrangian structure fixed by requirement of SU(3)colour gauge symmetry

not gauge invariant

:: each quark flavour [u,d,c,s,b,t] exists in 3 colours [r,g,b]  
:: quark carries one colour index :: fundamental representation of SU(3) [triplet]

LQCD =
X

flavours

 ̄a

�
i�µ@µ �m

�
 a kinetic term :: quark propagation

:: need to introduce gauge field [gluon] to fulfil gauge invariance  
:: gluon carries two colour indices :: adjoint representation of SU(3) [octet]

gauge fieldinteraction term quark-gluon vertex

:: once new field available, include all further gauge invariant terms

LQCD =
X

flavours

 ̄a

⇣�
i�µ@µ �m

�
�ab � gs�
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The hope is that these basics will come in useful for day-to-day work with the QCD facets of hadron
collider physics. In the fifty or so pages of these lectures, it will be impossible to give full treatment of
any of the topics we will encounter. For that the reader is referred to any of the classic textbooks about
QCD at colliders [1–3].

1.1 The Lagrangian and colour
Let us start with a brief reminder of the components of the QCD Lagrangian. This section will be rather
dense, but we will return to some of the points in more detail later. As already mentioned, quarks come
in three colours. So rather than representing them with a single spinor ψ, we will need the spinor to carry
also a colour index a, which runs from 1 . . . 3,

ψa =

⎛

⎝

ψ1

ψ2

ψ3

⎞

⎠ . (1)

The quark part of the Lagrangian (for a single flavour) can be written

Lq = ψ̄a(iγ
µ∂µδab − gsγ

µtCabA
C
µ −m)ψb , (2)

where the γµ are the usual Dirac matrices; the AC
µ are gluon fields, with a Lorentz index µ and a colour

index C that goes from 1 . . . 8. Quarks are in the fundamental representation of the SU(3) (colour) group,
while gluons are in the adjoint representation. Each of the eight gluon fields acts on the quark colour
through one of the ‘generator’ matrices of the SU(3) group, the tCab factor in Eq. (2). One convention for
writing the matrices is tA ≡ 1

2λ
A with

λ1 =

⎛

⎝

0 1 0
1 0 0
0 0 0

⎞

⎠ , λ2 =

⎛

⎝

0 −i 0
i 0 0
0 0 0

⎞

⎠ , λ3 =

⎛

⎝

1 0 0
0 −1 0
0 0 0

⎞

⎠ , λ4 =

⎛

⎝

0 0 1
0 0 0
1 0 0

⎞

⎠ ,

λ5 =

⎛

⎝

0 0 −i
0 0 0
i 0 0

⎞

⎠ , λ6 =

⎛

⎝

0 0 0
0 0 1
0 1 0

⎞

⎠ , λ7 =

⎛

⎝

0 0 0
0 0 −i
0 i 0

⎞

⎠ , λ8 =

⎛

⎜
⎝

1√
3

0 0

0 1√
3

0

0 0 −2√
3

⎞

⎟
⎠ .

By looking at the first of these, together with the tCabAC
µψb term of LQ, one can immediately get a feel for

what gluons do: a gluon with (adjoint) colour index C = 1 acts on quarks through the matrix t1 = 1
2λ

1.
That matrix takes green quarks (b = 2) and turns them into red quarks (a = 1), and vice versa. In other
words, when a gluon interacts with a quark it repaints the colour of the quark, taking away one colour
and replacing it with another. The likelihood with which this happens is governed by the strong coupling
constant gs. Note that the repainting analogy is less evident for some of the other colour matrices, but it
still remains essentially correct.

The second part of the QCD Lagrangian is purely gluonic

LG = −
1

4
Fµν
A FAµν (3)

where the gluon field tensor FA
µν is given by

FA
µν = ∂µAA

ν − ∂νAA
ν − gs fABCAB

µAC
ν [tA, tB ] = ifABCt

C , (4)

where the fABC are the structure constants of SU(3) (defined through the commutators of the tA ma-
trices). Note the major difference with QED here, namely the presence of a term gs fABCAB

µAC
ν with

two gluon fields. The presence of such a term is one of the major differences with QED, and, as we will

3
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−gsfABC [(p− q)ρgµν

+(q − r)µgνρ

+(r − p)νgρµ]

B, ν

D, σ

C, ρ

A, µ

−ig2sfXACfXBD[gµνgρσ−gµσgνγ ]+
(C, γ)↔ (D, ρ) + (B, ν)↔ (C, γ)

Fig. 2: The interaction vertices of the Feynman rules of QCD
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Fig. 3: Schematic colour flow interpretation of the quark–quark–gluon (tAab, left) and triple-gluon (fABC , right)
vertices of QCD. These interpretations are only sensible insofar as one imagines that the number of colours in
QCD, Nc = 3, is large.

we need a lattice spacing of order 1/(14TeV) ∼ 10−5 fm to resolve everything that happens. Non-
perturbative dynamics for quarks/hadrons near rest takes place on a timescale t ∼ 1

0.5GeV ∼ 0.4 fm/c.
But hadrons at LHC have a boost factor of up to 104, so the extent of the lattice should be about 4000 fm.
That tells us that if we are to resolve high-momentum transfer interactions and at the same time follow
the evolution of quark and gluon fields up to the point where they form hadrons, we would need about
4 × 108 lattice units in each direction, of ∼ 3 × 1034 nodes. Not to mention the problem with high
particle multiplicities (current lattice calculations seldom involve more than two or three particles) and
all the issues that relate to the use of imaginary time in lattice calculations. Of course, that’s not to say
that it might not be possible, one day, to find clever tricks that would enable lattice calculations to deal
with high-energy reactions. However, with today’s methods, any lattice calculation of the properties
of LHC proton–proton scattering seems highly unlikely. For this reason, we will not give any further
discussion of lattice QCD here, but instead refer the curious reader to textbooks and reviews for more
details [10–13].

1.2.2 Perturbative QCD

Perturbative QCD relies on the idea of an order-by-order expansion in a small coupling αs =
g2s
4π ≪ 1.

Some given observable f can then be predicted as

f = f1αs + f2α
2
s + f3α

3
s + . . . , (7)

where one might calculate just the first one or two terms of the series, with the understanding that
remaining ones should be small.

The principal technique to calculate the coefficients fi of the above series is through the use of
Feynman diagrammatic (or other related) techniques. The interaction vertices of the QCD Feynman rules
are shown in Fig. 2 (in some gauges one also needs to consider ghosts, but they will be irrelevant for our
discussions here).

The qqg interaction in Fig. 2 comes from the ψ̄agsγµtCabAC
µψb term of the Lagrangian. We have

5
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WELL, TWO…

The hope is that these basics will come in useful for day-to-day work with the QCD facets of hadron
collider physics. In the fifty or so pages of these lectures, it will be impossible to give full treatment of
any of the topics we will encounter. For that the reader is referred to any of the classic textbooks about
QCD at colliders [1–3].

1.1 The Lagrangian and colour
Let us start with a brief reminder of the components of the QCD Lagrangian. This section will be rather
dense, but we will return to some of the points in more detail later. As already mentioned, quarks come
in three colours. So rather than representing them with a single spinor ψ, we will need the spinor to carry
also a colour index a, which runs from 1 . . . 3,

ψa =

⎛

⎝

ψ1

ψ2

ψ3

⎞

⎠ . (1)

The quark part of the Lagrangian (for a single flavour) can be written

Lq = ψ̄a(iγ
µ∂µδab − gsγ

µtCabA
C
µ −m)ψb , (2)

where the γµ are the usual Dirac matrices; the AC
µ are gluon fields, with a Lorentz index µ and a colour

index C that goes from 1 . . . 8. Quarks are in the fundamental representation of the SU(3) (colour) group,
while gluons are in the adjoint representation. Each of the eight gluon fields acts on the quark colour
through one of the ‘generator’ matrices of the SU(3) group, the tCab factor in Eq. (2). One convention for
writing the matrices is tA ≡ 1

2λ
A with

λ1 =

⎛

⎝

0 1 0
1 0 0
0 0 0

⎞
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By looking at the first of these, together with the tCabAC
µψb term of LQ, one can immediately get a feel for

what gluons do: a gluon with (adjoint) colour index C = 1 acts on quarks through the matrix t1 = 1
2λ

1.
That matrix takes green quarks (b = 2) and turns them into red quarks (a = 1), and vice versa. In other
words, when a gluon interacts with a quark it repaints the colour of the quark, taking away one colour
and replacing it with another. The likelihood with which this happens is governed by the strong coupling
constant gs. Note that the repainting analogy is less evident for some of the other colour matrices, but it
still remains essentially correct.

The second part of the QCD Lagrangian is purely gluonic

LG = −
1

4
Fµν
A FAµν (3)

where the gluon field tensor FA
µν is given by

FA
µν = ∂µAA

ν − ∂νAA
ν − gs fABCAB

µAC
ν [tA, tB ] = ifABCt

C , (4)

where the fABC are the structure constants of SU(3) (defined through the commutators of the tA ma-
trices). Note the major difference with QED here, namely the presence of a term gs fABCAB

µAC
ν with

two gluon fields. The presence of such a term is one of the major differences with QED, and, as we will
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Fig. 2: The interaction vertices of the Feynman rules of QCD
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Fig. 3: Schematic colour flow interpretation of the quark–quark–gluon (tAab, left) and triple-gluon (fABC , right)
vertices of QCD. These interpretations are only sensible insofar as one imagines that the number of colours in
QCD, Nc = 3, is large.

we need a lattice spacing of order 1/(14TeV) ∼ 10−5 fm to resolve everything that happens. Non-
perturbative dynamics for quarks/hadrons near rest takes place on a timescale t ∼ 1

0.5GeV ∼ 0.4 fm/c.
But hadrons at LHC have a boost factor of up to 104, so the extent of the lattice should be about 4000 fm.
That tells us that if we are to resolve high-momentum transfer interactions and at the same time follow
the evolution of quark and gluon fields up to the point where they form hadrons, we would need about
4 × 108 lattice units in each direction, of ∼ 3 × 1034 nodes. Not to mention the problem with high
particle multiplicities (current lattice calculations seldom involve more than two or three particles) and
all the issues that relate to the use of imaginary time in lattice calculations. Of course, that’s not to say
that it might not be possible, one day, to find clever tricks that would enable lattice calculations to deal
with high-energy reactions. However, with today’s methods, any lattice calculation of the properties
of LHC proton–proton scattering seems highly unlikely. For this reason, we will not give any further
discussion of lattice QCD here, but instead refer the curious reader to textbooks and reviews for more
details [10–13].

1.2.2 Perturbative QCD

Perturbative QCD relies on the idea of an order-by-order expansion in a small coupling αs =
g2s
4π ≪ 1.

Some given observable f can then be predicted as

f = f1αs + f2α
2
s + f3α

3
s + . . . , (7)

where one might calculate just the first one or two terms of the series, with the understanding that
remaining ones should be small.

The principal technique to calculate the coefficients fi of the above series is through the use of
Feynman diagrammatic (or other related) techniques. The interaction vertices of the QCD Feynman rules
are shown in Fig. 2 (in some gauges one also needs to consider ghosts, but they will be irrelevant for our
discussions here).

The qqg interaction in Fig. 2 comes from the ψ̄agsγµtCabAC
µψb term of the Lagrangian. We have
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A, µ

b a

A, µ

B, ν

C, ρ

p

q

r

Fig. 3: Schematic colour flow interpretation of the quark–quark–gluon (tAab, left) and triple-gluon (fABC , right)
vertices of QCD. These interpretations are only sensible insofar as one imagines that the number of colours in
QCD, Nc = 3, is large.

we need a lattice spacing of order 1/(14TeV) ∼ 10−5 fm to resolve everything that happens. Non-
perturbative dynamics for quarks/hadrons near rest takes place on a timescale t ∼ 1

0.5GeV ∼ 0.4 fm/c.
But hadrons at LHC have a boost factor of up to 104, so the extent of the lattice should be about 4000 fm.
That tells us that if we are to resolve high-momentum transfer interactions and at the same time follow
the evolution of quark and gluon fields up to the point where they form hadrons, we would need about
4 × 108 lattice units in each direction, of ∼ 3 × 1034 nodes. Not to mention the problem with high
particle multiplicities (current lattice calculations seldom involve more than two or three particles) and
all the issues that relate to the use of imaginary time in lattice calculations. Of course, that’s not to say
that it might not be possible, one day, to find clever tricks that would enable lattice calculations to deal
with high-energy reactions. However, with today’s methods, any lattice calculation of the properties
of LHC proton–proton scattering seems highly unlikely. For this reason, we will not give any further
discussion of lattice QCD here, but instead refer the curious reader to textbooks and reviews for more
details [10–13].

1.2.2 Perturbative QCD

Perturbative QCD relies on the idea of an order-by-order expansion in a small coupling αs =
g2s
4π ≪ 1.

Some given observable f can then be predicted as

f = f1αs + f2α
2
s + f3α

3
s + . . . , (7)

where one might calculate just the first one or two terms of the series, with the understanding that
remaining ones should be small.

The principal technique to calculate the coefficients fi of the above series is through the use of
Feynman diagrammatic (or other related) techniques. The interaction vertices of the QCD Feynman rules
are shown in Fig. 2 (in some gauges one also needs to consider ghosts, but they will be irrelevant for our
discussions here).

The qqg interaction in Fig. 2 comes from the ψ̄agsγµtCabAC
µψb term of the Lagrangian. We have
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Microscopic description

Lagrangian

L = �1
2
tr Fµ⌫F

µ⌫ �
X

f

 ̄f (i�
µDµ �mf ) f

with

Fµ⌫ = @µA⌫ � @⌫Aµ � ig[Aµ,A⌫ ], Dµ = @µ � igAµ

Particle content

N2
c � 1 = 8 real massless vector bosons: gluons

Nc ⇥Nf massive Dirac fermions: quarks

Quark masses

Up 2.3 MeV Charm 1275 MeV Top 173 GeV
Down 4.8 MeV Strange 95 MeV Bottom 4180 MeV

4 / 75



ASYMPTOTIC FREEDOM AND CONFINEMENT

✓ renormalization [cancellation of divergences in higher order corrections] makes 
the coupling scale dependant 

✓ self-interacting gauge fields lead to asymptotic freedom 

LQCD = �1

4
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µ⌫,A +
X

flavours
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µtCabA
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 b

:: quarks and gluon can only behave freely at 
high momentum scales [small distances] thus 
always observed confined within hadrons

9. Quantum chromodynamics 39

They are well within the uncertainty of the overall world average quoted above. Note,
however, that the average excluding the lattice result is no longer as close to the value
obtained from lattice alone as was the case in the 2013 Review, but is now smaller by
almost one standard deviation of its assigned uncertainty.

Notwithstanding the many open issues still present within each of the sub-fields
summarised in this Review, the wealth of available results provides a rather precise and
reasonably stable world average value of αs(M2

Z), as well as a clear signature and proof of
the energy dependence of αs, in full agreement with the QCD prediction of Asymptotic
Freedom. This is demonstrated in Fig. 9.3, where results of αs(Q2) obtained at discrete
energy scales Q, now also including those based just on NLO QCD, are summarized.
Thanks to the results from the Tevatron and from the LHC, the energy scales at which
αs is determined now extend up to more than 1 TeV♦.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q2)

1 10 100Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO
pp –> tt (NNLO)

)(–)

Figure 9.3: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).

♦ We note, however, that in many such studies, like those based on exclusive states of
jet multiplicities, the relevant energy scale of the measurement is not uniquely defined.
For instance, in studies of the ratio of 3- to 2-jet cross sections at the LHC, the relevant
scale was taken to be the average of the transverse momenta of the two leading jets [381],
but could alternatively have been chosen to be the transverse momentum of the 3rd jet.
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2 9. Quantum chromodynamics

The fundamental parameters of QCD are the coupling gs (or αs =
g2
s

4π
) and the quark

masses mq.

There is freedom for an additional CP-violating term to be present in the QCD

Lagrangian, θ
αs

8π
FA

µν F̃A µν , where F̃A µν is the dual of the gluon field tensor,
1

2
ϵµνσρFA σρ,

where ϵµνσρ is the fully antisymmetric Levi-Cevita symbol. Experimental limits on the
neutron electric dipole moment [2] constrain the coefficient of this contribution to satisfy
|θ| ! 10−10. Further discussion is to be found in Ref. 3 and in the Axions section in the
Listings of this Review.

This section will concentrate mainly on perturbative aspects of QCD as they relate
to collider physics. Related textbooks and reviews include Refs. 1,4–7. Aspects specific
to Monte Carlo event generators are reviewed in the dedicated section 41. Lattice QCD
is also reviewed in a section of its own, Sec. 18, with further discussion of perturbative
and non-perturbative aspects to be found in the sections on “Quark Masses”, “The
CKM quark-mixing matrix”, “Structure Functions”, “Fragmentation Functions”, and
“Heavy-Quark and Soft-Collinear Effective Theory” in this Review. For an overview
of some of the QCD issues and recent results in heavy-ion physics, see for example
Refs. [8–10].

9.1.1. Running coupling :

In the framework of perturbative QCD (pQCD), predictions for observables are
expressed in terms of the renormalized coupling αs(µ2

R), a function of an (unphysical)
renormalization scale µR. When one takes µR close to the scale of the momentum
transfer Q in a given process, then αs(µ2

R ≃ Q2) is indicative of the effective strength of
the strong interaction in that process.

The coupling satisfies the following renormalization group equation (RGE):

µ2
R

dαs

dµ2
R

= β(αs) = −(b0α
2
s + b1α

3
s + b2α

4
s + · · ·) (9.3)

where b0 = (11CA − 4nfTR)/(12π) = (33 − 2nf )/(12π) is referred to as the 1-loop β-

function coefficient, the 2-loop coefficient is b1 = (17C2
A − nfTR(10CA + 6CF ))/(24π2) =

(153 − 19nf )/(24π2), and the 3-loop coefficient is b2 = (2857 − 5033
9 nf + 325

27 n2
f )/(128π3)

for the SU(3) values of CA and CF . The 4-loop coefficient, b3, is to be found in Refs. 11,
12. The coefficients b2 and b3 (and beyond) are renormalization-scheme-dependent, and
given here in the modified minimal subtraction (MS) scheme [13], by far the most widely
used scheme in QCD.

The minus sign in Eq. (9.3) is the origin of Asymptotic Freedom [14,15], i.e. the fact
that the strong coupling becomes weak for processes involving large momentum transfers
(“hard processes”). For momentum transfers in the 100 GeV – TeV range, αs ∼ 0.1,
while the theory is strongly interacting for scales around and below 1 GeV.

The β-function coefficients, the bi, are given for the coupling of an effective theory in
which nf of the quark flavors are considered light (mq ≪ µR), and in which the remaining
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DECONFINEMENT
✓ temperature/energy density acts as scale to free quarks and 

gluons beyond the nucleon radius

�42

Confinement - deconfinement
Deconfinement phase transition

Individual
nucleons plasma

Quark gluon

Density

When the nucleon density increases, they merge, enabling quarks and
gluons to hop freely from a nucleon to its neighbors

This phenomenon extends to the whole volume when the phase
transition ends

Note: if the transition was first–order, it would go through a mixed
phase containing a mixture of nucleons and plasma

CERN Summer School 2011 () QCD in Heavy Ion Collisions Cheile Grǎdiştei, Romania 23 / 70

For low temperature / density: quarks and gluons confined to hadrons

For high temperature / density: deconfined quarks and gluons

In between no sharp phase transition but continuous crossover

6 / 75

S Floerchinger, ESHEP2015

:: at high temperature/energy density quark and gluons deconfined 

:: no sharp transition [cross-over] 
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QCD THERMODYNAMICS
�44

pressure of gas of NB massless bosons and NF massless fermions [SB] 

QCD thermodynamics
• At asymptotically high temperature: EoS of non-interacting quarks and gluons

spin color

NB = 2⇥ 8, NF = 2⇥ 2⇥ 3⇥ 3

spin

particle/antiparticle

color flavor: u/d/s

• Corrections through loop diagrams:
lattice QCD [first principles calculation]Thermodynamic equation of state from Lattice QCD3.1 The QCD equation of state from the lattice 67
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Figure 3.1 Results from a lattice calculation of QCD thermodynamics with phys-
ical quark masses (N f = 3, with appropriate light and strange masses). Upper
panel: temperature dependence of the pressure in units of T 4. Lower panel: the
trace anomaly (ε − 3P) in units of T 4. Data are for lattices with the same tem-
poral extent, meaning the same temperature, but with varying numbers of points
in the Euclidean time direction Nτ . The continuum limit corresponds to taking
Nτ → ∞. Figures taken from Ref. [179].

practical challenges of doing lattice-regularized calculations with light quarks that
we have mentioned above.

The current understanding of QCD thermodynamics at the physical point [179]
is summarized in Fig. 3.1. In the upper panel, the pressure of QCD matter (in ther-
mal equilibrium, with zero baryon chemical potential) is plotted as a function of its
temperature. In order to provide a physically meaningful reference, it is customary
to compare this quantity to the Stefan–Boltzmann result

Downloaded from Cambridge Books Online by IP 137.138.93.140 on Tue Sep 01 10:33:58 BST 2015.
http://dx.doi.org/10.1017/CBO9781139136747.003

Cambridge Books Online © Cambridge University Press, 2015

[Borsanyi, et al. (2010)]

Results are for vanishing baryon, strangeness, electric charge etc. chemical
potentials µb = µS = . . . = 0.
This regime is most relevant for heavy ion collisions at high energy.
Can be extended to p(T, µb, µS , . . .) by Taylor expansion technique.
All thermodynamic information can be derived from p(T, µb, µS , . . .).
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Borsanyi et al. 2010

N=4 SYM [not QCD] :: strongly [∞] coupled 
as different as it gets from ideal gas



NUCLEAR PARTON DISTRIBUTION FUNCTIONS [nPDF]
✓ nuclei are not a simple superposition of nucleons 

✓ parton distributions in a bound nucleon are different than those of a 
free proton/neutron
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Fig. 1 Illustration of the EPPS16 fit function RA
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0).

would otherwise (that is, if ↵ = 1) develop if xa < 0.1.
The coe�cients ai, bi, ci are fully determined by the
asymptotic small-x limit y0 = R

A
i (x ! 0, Q2

0), the an-
tishadowing maximum ya = R

A
i (xa, Q

2
0) and the EMC

minimum ye = R
A
i (xe, Q

2
0), as well as requiring con-

tinuity and vanishing first derivatives at the matching
points xa and xe. The A dependencies of y0, ya, ye are
parametrized as

yi(A) = yi(Aref)

✓
A

Aref

◆�i[yi(Aref )�1]

, (3)

where �i � 0 and Aref = 12. By construction, the nu-
clear e↵ects (deviations from unity) are now larger for
heavier nuclei. Without the factor yi(Aref) � 1 in the
exponent one can more easily fall into a peculiar situa-
tion in which e.g. yi(Aref) < 1, but yi(A � Aref) > 1,
which seems physically unlikely. For the valence quarks
and gluons the values of y0 are determined by requiring
the sum rules

Z 1

0
dxf

p/A
uV

(x,Q2
0) = 2, (4)

Z 1

0
dxf

p/A
dV

(x,Q2
0) = 1, (5)

Z 1

0
dxx

X

i

f
p/A
i (x,Q2

0) = 1, (6)

separately for each nucleus and thus the A dependence
of these y0 is not parametrized. All other parameters
than y0, ya, ye are A-independent. In our present frame-
work we consider the deuteron (A = 2) to be free
from nuclear e↵ects though few-percent e↵ects at high
x are found e.g. in Ref. [57]. The bound neutron PDFs

f
n/A
i (x,Q2) are obtained from the bound proton PDFs

by assuming isospin symmetry,

f
n/A
u,u (x,Q2) = f

p/A

d,d
(x,Q2), (7)

f
n/A

d,d
(x,Q2) = f

p/A
u,u (x,Q2), (8)

f
n/A
i (x,Q2) = f

p/A
i (x,Q2) for other flavours. (9)

Above the parametrization scale Q
2
> Q

2
0 the nu-

clear PDFs are obtained by solving the DGLAP evo-
lution equations with 2-loop splitting functions [58,59].
We use our own DGLAP evolution code which is based
on the solution method described in Ref. [60] and also
explained and benchmarked in Ref. [61]. Our parametri-
zation scale Q

2
0 is fixed to the charm pole mass Q

2
0 =

m
2
c where mc = 1.3GeV. The bottom quark mass is

mb = 4.75GeV and the value of the strong coupling
constant is set by ↵s(MZ) = 0.118, where MZ is the
mass of the Z boson.

As is well known, at NLO and beyond the PDFs do
not need to be positive definite and we do not impose
such a restriction either. In fact, doing so would be ar-
tificial since the parametrization scale is, in principle,
arbitrary and positive definite PDFs, say, at Q

2
0 = m

2
c

may easily correspond to negative small-x PDFs at a
scale just slightly below Q

2
0. As we could have equally

well parametrized the PDFs at such a lower value of Q2
0,

we see that restricting the PDFs to be always positive
would be an unphysical requirement.

3 Experimental data

All the `�A DIS, pA DY and RHIC DAu pion data sets
we use in the present analysis are the same as in the
EPS09 fit. The only modification on this part is that we
now remove the isoscalar corrections of the EMC, NMC
and SLAC data (see the next subsection), which is im-
portant as we have freed the flavour dependence of the
quark nuclear modifications. The `

�
A DIS data (cross

sections or structure functions F2) are always normal-
ized by the `

�D measurements and, as in EPS09, the
only kinematic cut on these data is Q

2
> m

2
c . This

is somewhat lower than in typical free-proton fits and
the implicit assumption is (also in not setting a cut in
the mass of the hadronic final state) that the possi-
ble higher-twist e↵ects will cancel in ratios of structure
functions/cross sections. While potential signs of 1/Q2

e↵ects have been seen in the HERA data [62] already
around Q

2 = 10GeV2, these e↵ects occur at signifi-
cantly smaller x than what is the reach of the `�A DIS
data.

From the older measurements, also pion-nucleus DY
data from the NA3 [48], NA10 [49], and E615 [50] col-
laborations are now included. These data have been

2

[24]) perturbative QCD.1 For the rather limited kine-
matic coverage of the fixed-target data and the fact that
only two types of data were used in these fits, signifi-
cant simplifying assumptions had to be made e.g. with
respect to the flavour dependence of the nuclear e↵ects.
The constraints on the gluon distribution are also weak
in these analyses, and it is only along with the RHIC
pion data [28] that an observable carrying direct infor-
mation on the nuclear gluons has been added to the
global fits — first in EPS08 [29] and EPS09 [30], later
in DSSZ [31] and nCTEQ15 [32]. The interpretation of
the RHIC pion production data is not, however, entirely
unambiguous as the parton-to-pion fragmentation func-
tions (FFs) may as well undergo a nuclear modification
[33]. This approach was adopted in the DSSZ fit, and
consequently their gluons show clearly weaker nuclear
e↵ects than in EPS09 (and nCTEQ15) where the FFs
were considered to be free from nuclear modifications.
To break the tie, more data and new observables were
called for. To this end, the recent LHC dijet measure-
ments [34] from pPb collisions have been most essential
as a consistent description of these data is obtained with
EPS09 and nCTEQ15 but not with DSSZ [35,36].

Another observable that has caused some contro-
versy and debate during the past years is the neutrino-
nucleus DIS. It has been claimed [37] (see also Ref. [38])
that the nuclear PDFs required to correctly describe
neutrino data are di↵erent than those optimal for the
charged-lepton induced DIS measurements. However, it
has been demonstrated [39,40] that problems appear
only in the case of one single data set and, furthermore,
that it seems to be largely a normalization issue (which
could e.g. be related to the incident neutrino flux which
is model-dependent). The neutrino data were also used
in the DSSZ fit without visible di�culties.

New data from the LHC 2013 p-Pb run have grad-
ually become available and their impact on the nuclear
PDFs has been studied [36,41] in the context of PDF
reweighting [42]. Apart from the aforementioned dijet
data [34] which will e.g. require a complete renovation
of the DSSZ approach, the available W [43,44] and Z
[45,46] data were found to have only a rather mild e↵ect
mainly for the limited statistical precision of the data.
However, the analysis of Ref. [36] used only nuclear
PDFs (EPS09, DSSZ) in which flavour-independent va-
lence and light sea quark distributions were assumed at
the parametrization scale. Thus, it could not reveal the
possible constraints that these electroweak observables
could have for a particular quark flavour. On the other
hand, the analysis of Ref. [41] involves some flavour de-
pendence but the usage of absolute cross sections which

1For studies addressing origins of the nuclear e↵ects, see e.g.
Refs. [25,26,27].

are sensitive to the free proton baseline PDFs compli-
cates the interpretation of the results.

In the present paper, we update the EPS09 analysis
by adding a wealth of new data from neutrino DIS [47],
pion-nucleus DY process [48,49,50], and especially LHC
pPb dijet [34], Z [45,46] and W [43] production. By this,
we take the global nuclear PDF fits onto a completely
new level in the variety of data types. In addition, in
comparison to EPS09, a large part of the whole frame-
work is upgraded: we switch to a general-mass formal-
ism for the heavy quarks, relax the assumption of the
flavour independent nuclear modifications for quarks at
the parametrization scale, undo the isospin corrections
that some experiments had applied on their data, and
also importantly, we now assign no extra weights to any
of the data sets. In this updated analysis, we find no sig-
nificant tension between the data sets considered, which
lends support to the assumption of process-independent
nuclear PDFs in the studied kinematical region. The
result of the analysis presented in this paper is also
published as a new set of next-to-leading order (NLO)
nuclear PDFs, which we call EPPS16 and which super-
sedes our earlier set EPS09. The new EPPS16 set will
be available at [51].

2 Parametrization of nuclear PDFs

Similarly to our earlier works, the bound proton PDF
f
p/A
i (x,Q2) for mass number A and parton species i is
defined relative to the free proton PDF f

p
i (x,Q

2) as

f
p/A
i (x,Q2) = R

A
i (x,Q

2)fp
i (x,Q

2), (1)

where R
A
i (x,Q

2) is the scale-dependent nuclear mod-
ification. Our free proton baseline is CT14NLO [52].
Consistently with this choice, our analysis here uses the
SACOT (simplified Aivazis-Collins-Olness-Tung) gener-
al-mass variable flavour number scheme [53,54,55] for
the DIS cross sections. The fit function for the nuclear
modifications R

A
i (x,Q

2
0) at the parametrization scale

Q
2
0, illustrated in Fig. 1, is also largely inherited from

our earlier analyses [15,17,29,30],

R
A
i (x,Q

2
0) =

8
<

:

a0 + a1(x� xa)2 x  xa

b0 + b1x
↵ + b2x

2↵ + b3x
3↵

xa  x  xe

c0 + (c1 � c2x) (1� x)��
xe  x  1,

(2)

where ↵ = 10xa and the i and A dependencies of the
parameters on the r.h.s. are left implicit.2 The pur-
pose of the exponent ↵ is to avoid the “plateau” that

2See Ref. [56] for a study experimenting with a more flexible
fit function at small x.
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[24]) perturbative QCD.1 For the rather limited kine-
matic coverage of the fixed-target data and the fact that
only two types of data were used in these fits, signifi-
cant simplifying assumptions had to be made e.g. with
respect to the flavour dependence of the nuclear e↵ects.
The constraints on the gluon distribution are also weak
in these analyses, and it is only along with the RHIC
pion data [28] that an observable carrying direct infor-
mation on the nuclear gluons has been added to the
global fits — first in EPS08 [29] and EPS09 [30], later
in DSSZ [31] and nCTEQ15 [32]. The interpretation of
the RHIC pion production data is not, however, entirely
unambiguous as the parton-to-pion fragmentation func-
tions (FFs) may as well undergo a nuclear modification
[33]. This approach was adopted in the DSSZ fit, and
consequently their gluons show clearly weaker nuclear
e↵ects than in EPS09 (and nCTEQ15) where the FFs
were considered to be free from nuclear modifications.
To break the tie, more data and new observables were
called for. To this end, the recent LHC dijet measure-
ments [34] from pPb collisions have been most essential
as a consistent description of these data is obtained with
EPS09 and nCTEQ15 but not with DSSZ [35,36].

Another observable that has caused some contro-
versy and debate during the past years is the neutrino-
nucleus DIS. It has been claimed [37] (see also Ref. [38])
that the nuclear PDFs required to correctly describe
neutrino data are di↵erent than those optimal for the
charged-lepton induced DIS measurements. However, it
has been demonstrated [39,40] that problems appear
only in the case of one single data set and, furthermore,
that it seems to be largely a normalization issue (which
could e.g. be related to the incident neutrino flux which
is model-dependent). The neutrino data were also used
in the DSSZ fit without visible di�culties.

New data from the LHC 2013 p-Pb run have grad-
ually become available and their impact on the nuclear
PDFs has been studied [36,41] in the context of PDF
reweighting [42]. Apart from the aforementioned dijet
data [34] which will e.g. require a complete renovation
of the DSSZ approach, the available W [43,44] and Z
[45,46] data were found to have only a rather mild e↵ect
mainly for the limited statistical precision of the data.
However, the analysis of Ref. [36] used only nuclear
PDFs (EPS09, DSSZ) in which flavour-independent va-
lence and light sea quark distributions were assumed at
the parametrization scale. Thus, it could not reveal the
possible constraints that these electroweak observables
could have for a particular quark flavour. On the other
hand, the analysis of Ref. [41] involves some flavour de-
pendence but the usage of absolute cross sections which

1For studies addressing origins of the nuclear e↵ects, see e.g.
Refs. [25,26,27].

are sensitive to the free proton baseline PDFs compli-
cates the interpretation of the results.

In the present paper, we update the EPS09 analysis
by adding a wealth of new data from neutrino DIS [47],
pion-nucleus DY process [48,49,50], and especially LHC
pPb dijet [34], Z [45,46] and W [43] production. By this,
we take the global nuclear PDF fits onto a completely
new level in the variety of data types. In addition, in
comparison to EPS09, a large part of the whole frame-
work is upgraded: we switch to a general-mass formal-
ism for the heavy quarks, relax the assumption of the
flavour independent nuclear modifications for quarks at
the parametrization scale, undo the isospin corrections
that some experiments had applied on their data, and
also importantly, we now assign no extra weights to any
of the data sets. In this updated analysis, we find no sig-
nificant tension between the data sets considered, which
lends support to the assumption of process-independent
nuclear PDFs in the studied kinematical region. The
result of the analysis presented in this paper is also
published as a new set of next-to-leading order (NLO)
nuclear PDFs, which we call EPPS16 and which super-
sedes our earlier set EPS09. The new EPPS16 set will
be available at [51].

2 Parametrization of nuclear PDFs

Similarly to our earlier works, the bound proton PDF
f
p/A
i (x,Q2) for mass number A and parton species i is
defined relative to the free proton PDF f

p
i (x,Q

2) as

f
p/A
i (x,Q2) = R

A
i (x,Q

2)fp
i (x,Q

2), (1)

where R
A
i (x,Q

2) is the scale-dependent nuclear mod-
ification. Our free proton baseline is CT14NLO [52].
Consistently with this choice, our analysis here uses the
SACOT (simplified Aivazis-Collins-Olness-Tung) gener-
al-mass variable flavour number scheme [53,54,55] for
the DIS cross sections. The fit function for the nuclear
modifications R

A
i (x,Q

2
0) at the parametrization scale

Q
2
0, illustrated in Fig. 1, is also largely inherited from

our earlier analyses [15,17,29,30],

R
A
i (x,Q

2
0) =

8
<

:

a0 + a1(x� xa)2 x  xa

b0 + b1x
↵ + b2x

2↵ + b3x
3↵

xa  x  xe

c0 + (c1 � c2x) (1� x)��
xe  x  1,

(2)

where ↵ = 10xa and the i and A dependencies of the
parameters on the r.h.s. are left implicit.2 The pur-
pose of the exponent ↵ is to avoid the “plateau” that

2See Ref. [56] for a study experimenting with a more flexible
fit function at small x.
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Fig. 9 The EPPS16 nuclear modifications for Carbon (leftmost columns) and Lead (rightmost columns) at the parametrization
scale Q2 = 1.69GeV2 and at Q2 = 10GeV2. The thick black curves correspond to the central fit S0 and the dotted curves to
the individual error sets S±

i [��2] of Eq. (52). The total uncertainties are shown as blue bands.

4

shown [63,64] to carry some sensitivity to the flavour-
dependent EMC e↵ect. However, more stringent flavour-
dependence constraints at large x are provided by the
CHORUS (anti)neutrino-Pb DIS data [47], whose treat-
ment in the fit is detailedly explained in Section 3.2.

The present analysis is the first one to directly in-
clude LHC data. To this end, we use the currently pub-
lished pPb data for heavy-gauge boson [43,45,46] and
dijet production [34]. These observables have already
been discussed in the literature [65,66,67,68,36,41] in
the context of nuclear PDFs. Importantly, we include
the LHC pPb data always as forward-to-backward ra-
tios in which the cross sections at positive (pseudo)ra-
pidities ⌘ > 0 are divided by the ones at negative rapidi-
ties ⌘ < 0. This is to reduce the sensitivity to the chosen
free-proton baseline PDFs as well as to cancel the ex-
perimental luminosity uncertainty. However, upon tak-
ing the ratio part of the information is also lost as, for
example, the points near ⌘ = 0 are, by construction, al-
ways close to unity and carry essentially no information.
In addition, since the correlations on the systematic er-
rors are not available, all the experimental uncertainties
are added in quadrature when forming these ratios (ex-
cept for the CMS W measurement [43] which is taken
directly from the publication) which partly undermines
the constraining power of these data. The baseline pp
measurements performed at the same

p
s as the pPb

runs may, in the future, also facilitate a direct usage of
the nuclear modification factors d�pPb

/d�
pp. The tech-

nicalities of how the LHC data are included in our anal-
ysis are discussed in Section 3.3.

In Fig. 2 we illustrate the predominant x and Q
2 re-

gions probed by the data. Clearly, the LHC data probe
the nuclear PDFs at much higher in Q

2 than the ear-
lier DIS and DY data. For the wide rapidity coverage
of the LHC detectors the new measurements also reach
lower values of x than the old data, but for the lim-
ited statistical precision the constraints for the small-x
end still remain rather weak. All the exploited data sets
including the number of data points, their �2 contribu-
tion and references are listed in Table 3. We note that,
approximately half of the data are now for the 208Pb
nucleus while in the EPS09 analysis only 15 Pb data
points (NMC 96) were included. Most of this change is
caused by the inclusion of the CHORUS neutrino data.

3.1 Isoscalar corrections

Part of the charged-lepton DIS data that have been
used in the earlier global nPDF fits had been “cor-
rected”, in the original publications, for the isospin ef-
fects. That is, the experimental collaborations had tried

1

10

10
2

10
3

10
4

10
5

10
-4

10
-3

10
-2

10
-1

1

fixed target DIS and DY
LHC dijets
LHC W & Z
CHORUS neutrino data
PHENIX ⇡0

x

Q
2
[G
e
V
2
]

Fig. 2 The approximate regions in the (x,Q2) plane at which
di↵erent data in the EPPS16 fit probe the nuclear PDFs.

to eliminate the e↵ects emerging from the unequal num-
ber of protons and neutrons when making the com-
parison with the deuteron data. In this way the ra-
tios F

A
2 /F

D
2 could be directly interpreted in terms of

nuclear e↵ects in the PDFs. However, this is clearly an
unnecessary operation from the viewpoint of global fits,
which has previously caused some confusion regarding
the nuclear valence quark modifications: the particu-
larly mild e↵ects found in the nDS [20] and DSSZ [31]
analyses (see Fig. 27 ahead) most likely originate from
neglecting such a correction.

The structure function of a nucleus A with Z pro-
tons and N neutrons can be written as

F
A
2 =

Z

A
F

p,A
2 +

N

A
F

n,A
2 , (10)

where F
p,A
2 and F

n,A
2 are the structure functions of

the bound protons and neutrons. The corresponding
isoscalar structure function is defined as the one con-
taining an equal number of protons and neutrons,

F̂
A
2 =

1

2
F

p,A
2 +

1

2
F

n,A
2 . (11)

Using Eq. (10), the isoscalar structure function reads

F̂
A
2 = �F

A
2 , (12)

where

� =
A

2

 
1 +

F
n,A
2

F
p,A
2

!
/

 
Z +N

F
n,A
2

F
p,A
2

!
. (13)

Usually, it has been assumed that the ratio F
n,A
2 /F

p,A
2

is free from nuclear e↵ects,

F
n,A
2

F
p,A
2

=
F

n
2

F
p
2

, (14)
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COLLISION GEOMETRY [GLAUBER MODEL]
✓ impact parameter cannot be measured, it has to be related to observables 

through modelling 

✓ optical [analytical] Glauber model allows for the computation of the 
[average] number of participants and collisions for a given impact parameter
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Projectile B Target A

b zs
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a) Side View b) Beam-line View

B

A

Figure 3: Schematic representation of the Optical Glauber Model geometry, with
transverse (a) and longitudinal (b) views.

2.3 Optical-limit Approximation

The Glauber Model views the collision of two nuclei in terms of the individual
interactions of the constituent nucleons (see, e.g., Ref. (27)). In the optical limit,
the overall phase shift of the incoming wave is taken as a sum over all possible
two-nucleon (complex) phase shifts, with the imaginary part of the phase shifts
related to the nucleon-nucleon scattering cross section through the optical theo-
rem(28,29). The model assumes that at sufficiently high energies, these nucleons
will carry sufficient momentum that they will be essentially undeflected as the
nuclei pass through each other. It is also assumed that the nucleons move inde-
pendently in the nucleus and that the size of the nucleus is large compared to the
extent of the nucleon-nucleon force. The hypothesis of independent linear tra-
jectories of the constituent nucleons makes it possible to develop simple analytic
expressions for the nucleus-nucleus interaction cross section and for the number
of interacting nucleons and the number of nucleon-nucleon collisions in terms of
the basic nucleon-nucleon cross section.

Consider Fig. 3. Two heavy-ions, “target” A and “projectile” B are shown
colliding at relativistic speeds with impact parameter b (for colliding beam ex-
periments the distinction between the target and projectile nuclei is a matter of
convenience). We focus on the two flux tubes located at a displacement s with
respect to the center of the target nucleus and a distance s − b from the center
of the projectile. During the collision these tubes overlap. The probability per
unit transverse area of a given nucleon being located in the target flux tube is
T̂A (s) =

∫

ρ̂A(s, zA)dzA, where ρ̂A (s, zA) is the probability per unit volume, nor-
malized to unity, for finding the nucleon at location (s, zA). A similar expression
follows for the projectile nucleon. The product T̂A (s) T̂B (s− b) d2s then gives
the joint probability per unit area of nucleons being located in the respective
overlapping target and projectile flux tubes of differential area d2s. Integrating

Glauber Modeling in Nuclear Collisions 9

this product over all values of s defines the “thickness function” T̂ (b), with

T̂AB (b) =
∫

T̂A (s) T̂B (s− b)d2s. (3)

Notice that T̂ (b) has the unit of inverse area. We can interpret this as the
effective overlap area for which a specific nucleon in A can interact with a given
nucleon in B. The probability of an interaction occurring is then T̂ (b) σNN

inel, where
σNN

inel is the nucleon-nucleon inelastic cross section. Elastic processes lead to very
little energy loss and are consequently not considered in the Glauber-model cal-
culations. Once the probably of a given nucleon-nucleon interaction has been
found, the probably of having n such interactions between nucleus A (with A
nucleons) and B (with B nucleons) is given as a binomial distribution,

P (n,b) =
(

AB
n

)

[

T̂AB (b) σNN
inel

]n [

1 − T̂AB (b)σNN
inel

]AB−n
(4)

where the first term is the number of combinations for finding n collisions out
of AB possible nucleon-nucleon interactions, the second term the probability for
having exactly n collisions, and the last term is the probability of exactly AB−n
misses.

Based on this probability distribution, a number of useful reactions quantities
can be found. The total probability of an interaction between A and B is

d2σA+B
inel

db2
≡ pA+B

inel (b) =
AB
∑

n=1

P
(

n,
⇀

b
)

= 1 −
[

1 − T̂AB (b)σNN
inel

]AB
. (5)

The vector impact parameter can be replaced by a scalar distance if the nuclei
are not polarized. In this case, the total cross section can be found as

σA+B
inel =

∞
∫

0

2πbdb
{

1 −
[

1 − T̂AB (b) σNN
inel

]AB
}

(6)

The total number of nucleon-nucleon collisions is

Ncoll (b) =
AB
∑

n=1

nP (n, b) = ABT̂AB (b)σNN
inel (7)

using the result for the mean of a binomial distribution. The number of nucleons
in the target and projectile nuclei that interact is called either the “number of
participants” or the “number of wounded nucleons”. The number of participants
(or wounded nucleons) at impact parameter b is given by (15,30)

Npart (b) = A
∫

T̂A (s)
{

1 −
[

1 − T̂B (s− b) σNN
inel

]B
}

d2s+

B
∫

T̂B (s − b)
{

1 −
[

1 − T̂A (s) σNN
inel

]A
}

d2s, (8)

where it can be noted that the integral over the bracketed terms give the respec-
tive inelastic cross sections for nucleon-nucleus collisions:

σA(B)
inel =

∫

d2s
{

1 −
[

1 − σNN
inelT̂A(B) (s)

]A(B)
}

. (9)
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* overlap function [overlap area for which a nucleon in A can interact with a nucleon in B

* probability for n interactions

*number of participants *number of nucleon-nucleon collisions



COLLISION GEOMETRY [GLAUBER MC]
✓ to account for fluctuations, a ‘Glauber MC’ is used
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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

+ distribute nucleons in nuclei by sampling Wood-Saxons distribution

• Distribution of nucleons in nuclei
– Based on nuclear density
– Typically Woods-Saxon distribution

• Nucleon-nucleon cross-section
– From pp measurements / extrapolations

36

Input to Glauber MC

Introduction to Heavy-Ion Physics – Jan Fiete Grosse-Oetringhaus

Figure: nucl-ex/0701025
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Figure 5: (left) Total cross section, calculated in the optical approximation and
with a Glauber Monte Carlo, both with identical nuclear parameters, as a function
of σNN

inel, the nucleon-nucleon inelastic cross section. (right) Ncoll and Npart as a
function of impact parameter, calculated in the optical approximation (lines) and
with a Glauber Monte Carlo (symbols). The two are essentially identical out to
b = 2RA.

An illustration of a Glauber Monte Carlo event for a Au+Au collision with
impact parameter b = 6 fm is shown in Fig. 4. The average number of partic-
ipating nucleons and binary nucleon-nucleon collisions and other quantities are
then determined by simulating many nucleus-nucleus collisions.

2.5 Differences between Optical and Monte Carlo Approaches

It is not always remembered that the various integrals used to calculated physical
observables in the “Glauber Model” are predicated on a particular approximation
called the optical limit. This limit assumes that scattering amplitudes can be
described by an eikonal approach, where the incoming nucleons see the target as
a smooth density. This approach captures many features of the collision process,
but does not completely capture the physics of the total cross section. Thus,
it tends to lead to distortions in the estimation of Npart and Ncoll compared to
similar estimations using the Glauber Monte Carlo approach.

This can be seen by simply looking at the relevant integrals. The full (2A+2B+2)-
dimensional integral to calculate the total cross section is (15):

σAB =
∫

d2b
∫

d2sA
1 · · · d2sA

Ad2sB
1 · · · d2sB

B ×

T̂A(sA1 ) · · · T̂A(sAA)T̂B(sB1 ) · · · T̂B(sBB) × (11)
⎧

⎨

⎩

1 −
B
∏

j=1

A
∏

i=1

[1 − σ̂(b − sAi + sBj )]

⎫

⎬

⎭

where σ̂(s) is normalized such that
∫

d2sσ̂(s) = σNN
inel, while the optical limit

✓ Npart ~ number of nucleons 

✓ Ncoll ~ (number of nucleons)^(4/3) 

✓ soft [low pt] observables  ~ Ncoll 

✓ hard [high pt] observables  ~ Npart



COLLISION GEOMETRY [MEASUREMENT]
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Particle production and centrality in p–Pb ALICE Collaboration
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Fig. 7: (color online) Top: Scatter plot of number of participating nucleons versus impact parameter;
Bottom: Scatter plot of multiplicity versus the number of participating nucleons from the Glauber fit
for V0A. The quantities are calculated with a Glauber Monte Carlo of p–Pb (left) and Pb–Pb (right)
collisions.

where σsoft is the geometrical soft cross-section of 57 mb [29] related to the proton size and
σhard the energy dependent pQCD cross-section for 2→ 2 parton scatterings. Further, as in the
clan model, there is a Poissonian probability

P(nhard) =
⟨nhard⟩nhard

nhard!
e−⟨nhard⟩ (7)

for multiple hard collisions with an average number determined by bNN:

⟨nhard⟩= σhardTNN(bNN) . (8)

Hence, the biases on the multiplicity discussed above correspond to a bias on the number of hard
scatterings (nhard) and ⟨bNN⟩ in the event. The latter correlates fluctuations over large rapidity
ranges (long range correlations). As a consequence, for peripheral (central) collisions we expect
a lower (higher) than average number of hard scatterings per binary collision, corresponding to
a nuclear modification factor less than one (greater than one).

17

Npart [also Ncoll] tightly correlated 
with impact parameter

activity [multiplicity or calorimetric energy] 
computed from model[s] for particle 
production tightly correlated with Npart

:: centrality can be inferred from activity or, alternatively, from spectators 
[not so simple in proton-nucleus where large fluctuations fuzz the correlations]



COLLISION GEOMETRY [MEASUREMENT]

✓ centrality defined as percentile 
ranges of minimum-bias cross 
section 
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3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-
iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-
sured events via a mapping procedure. Typically a measured distribution (e.g.,
dNevt/dNch) is mapped to the corresponding distribution obtained from phe-
nomenological Glauber calculations. This is done by defining “centrality classes”
in both the measured and calculated distributions and then connecting the mean
values from the same centrality class in the two distributions. The specifics of this
mapping procedure differ both between experiments as well as between collision
systems within a given experiment. Herein we briefly summarize the principles
and various implementations of centrality definition.

3.1 Methodology

Figure 8: A cartoon example of the correlation of the final state observable
Nch with Glauber calculated quantities (b, Npart). The plotted distribution and
various values are illustrative and not actual measurements (T. Ullrich, private
communication).

The basic assumption underlying centrality classes is that the impact param-
eter b is monotonically related to particle multiplicity, both at mid and forward
rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-
rapidity, and a large number of spectator nucleons at beam rapidity, whereas
for small b events (“central”) we expect large multiplicity at mid-rapidity and a
small number of spectator nucleons at beam rapidity (Figure 8). In the simplest



NUCLEAR MODIFICATION RATIOS [RAA]
✓ a standard procedure to seek for QGP effects is to take ratios[PbPb 

over pp] of a given measured quantity [cross-section, yield, …] 

✓ pp result must be scaled by the number of collisions [Glauber] 

✓ deviations from unity signal effects beyond incoherent 
superposition of nucleon-nucleon collisions 
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Yen-Jie Lee

Compilation of RAA

115th Heavy Ion Jet Workshop

arXiv:1708.04962

• RAA is meson flavor dependent at low pT
• Disappearance of the effect at high pT

RAA({·}) =
dO
d{·}

��
AA

hNcolli dO
d{·}

��
pp

EW gauge bosons oblivious to QGP



Pre-equilibrium dynamics

• Pre-equilibrium evolution can be solved for N=4 SUSY at strong coupling,
• Collision of shock waves in 5 dimensions

• Hydrodynamical flow reached in the mid rapidity region rapidly 

⌧therm ⇠ 1/T

• Onset of hydrodynamics associated with creation of a black whole in the 5th 
dimension

HOW DOES QGP COME INTO BEING?

✓ towards-equilibrium dynamics can be solved in N=4 SYM at strong 
coupling [AdS/CFT correspondence comes in handy] 

✓ collision of shockwaves in 5d 

✓ hydrodynamization related to creation of BH in 5th dim 

✓ hydrodynamical behaviour reached very quickly [τ~1/T] 

✓ unfortunately N=4 SYM is not QCD
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HOW DOES QGP COME INTO BEING?

✓ kinetic theory [weak coupling] can describe the dynamics 
bringing out-of-equilibrium initial condition towards 
hydrodynamical behaviour 

✓ note that hydrodynamics appears to become applicable well 
before when it naively should [PL ~PT]  

✓ deep theoretical challenge cutting across many fields of physics

�55

 0.01

 0.1

 1

 0  5  10  15  20  25  30

ε(
t)/
ε i

ni
tia

l

t Ti

Energy density

Ideal hydro
λ= ∞
λ=10
λ= 5
λ= 2

Free-streaming

Figure 2. Time evolution of the energy density from kinetic theory (� = 2, 5, 10) and the gauge/gravity

duality (� = 1). For reference, the analytic results for non-interacting particles (� = 0, “free-streaming”) and

ideal hydrodynamics (“ideal hydro”) are also plotted.

 1

 1.2

 1.4

 1.6

 1.8

 2

 0  5  10  15  20  25  30

s(
t)/

s in
iti

al
*f1/

2 (t)

t Ti

Total Equilibrium Entropy

Ideal hydro
late time NS

late time BRSSS
λ= ∞
λ=10
λ=5

Free-streaming

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  10  20  30  40  50  60

P L
/P

T

t Ti

Pressure anisotropy

Figure 3. Time evolution of the total system equilibrium entropy (left) and pressure anisotropy (right).

Shown are results from kinetic theory (� = 5, 10) and gauge/gravity duality (� = 1). For reference, the

analytic results for non-interacting particles (� = 0, “free-streaming”), ideal hydrodynamics (“ideal hydro”)

as well as the late-time gradient expansion to first-order (NS) and second order (BRSSS) hydrodynamics with

transport coe�cients from Tab.1 are also shown.

equilibrate towards isotropy, which allows us to define an isotropization time tiso as the last time when
PL/PT = 0.8.

Both panels in Fig. 3 also include the curves which follow from late time hydrodynamics, both
for first order (“NS”) and second-order (“BRSSS”) hydrodynamics, as given by Eqns. (2.15) and
(2.18) respectively, whereby we use the transport coe�cients from Tab. 1 2. While the evolution for

2
The values of ⌘/s in Table 1 have been extracted from the late behaviour of stress-energy tensor in our current

setup. The values agree with the original calculation of [73] within 10%. The two calculations di↵er from each other in

– 14 –

QCD kinetic theory 
• The kinetic theory interpolates between  

free streaming and hydrodynamics

• Can be used to bring the initial condition to  
time where fluid dynamics is applicable

Pre-equilibrium  
smearing 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setup. The values agree with the original calculation of [73] within 10%. The two calculations di↵er from each other in

– 14 –



HYDRODYNAMICS
✓ description of long-distance [low momentum], long-time, 

strongly coupled dynamics in terms of macroscopic quantities 
[eq. of state, shear/bulk viscosities, relaxation times, etc.] 

✓ incredibly successful in heavy-ion collisions 

✓ QGP is a fluid

�56



IDEAL HYDRODYNAMICS
�57

:: energy momentum tensor for fluid in global thermal equilibrium

p = p(✏)

✏ = ✏(x)uµ = uµ(x)

velocity field metric

:: thermodynamical equation of state

energy densitypressure

:: ideal fluid ➞ local thermal equilibrium

:: energy-momentum conservation ➞ hydrodynamical evolution equations

rµT
µ⌫ = 0 =) uµ@µ✏+ (✏+ p)rµu

µ = 0

(✏+ p)uµrµu
⌫ + (g⌫µ + u⌫uµ)@µp = 0

Tµ⌫ = ✏uµu⌫ + p (gµ⌫ + uµu⌫)



VISCOUS HYDRODYNAMICS
�58

:: more general energy momentum tensor

shear stress [transverse and traceless]bulk viscous pressure

:: can be organized as a derivative [gradient] expansion

Tµ⌫ = ✏uµu⌫ + (p+ ⇡bulk)(g
µ⌫ + uµu⌫) + ⇡µ⌫

deviations from ideal hydro

Viscous relativistic fluid dynamics

Write now more general (with �µ⌫ = gµ⌫ + uµu⌫)

Tµ⌫ = ✏uµu⌫ + (p+ ⇡bulk)�
µ⌫ + ⇡µ⌫

where ⇡µ⌫ is transverse uµ⇡
µ⌫ = 0 and traceless ⇡µ

µ = 0.

The bulk viscous pressure ⇡bulk and shear stress ⇡µ⌫ parametrize deviations
from ideal fluid dynamics

Viscous fluid dynamics can be organized as a derivative expansion

⇡bulk =� ⇣rµu
µ + . . . ,

⇡µ⌫ =� 2⌘
⇣

1
2�

µ↵�⌫� + 1
2�

µ��⌫↵ � 1
3�

µ⌫�↵�
⌘
r↵u� + . . .

First order depends on bulk viscosity ⇣ = ⇣(✏) and shear viscosity ⌘ = ⌘(✏).

At second order relaxation times ⌧shear(✏) and ⌧bulk(✏) as well as other
terms.
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Viscous relativistic fluid dynamics
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Tµ⌫ = ✏uµu⌫ + (p+ ⇡bulk)�
µ⌫ + ⇡µ⌫

where ⇡µ⌫ is transverse uµ⇡
µ⌫ = 0 and traceless ⇡µ

µ = 0.

The bulk viscous pressure ⇡bulk and shear stress ⇡µ⌫ parametrize deviations
from ideal fluid dynamics

Viscous fluid dynamics can be organized as a derivative expansion

⇡bulk =� ⇣rµu
µ + . . . ,

⇡µ⌫ =� 2⌘
⇣

1
2�

µ↵�⌫� + 1
2�

µ��⌫↵ � 1
3�

µ⌫�↵�
⌘
r↵u� + . . .

First order depends on bulk viscosity ⇣ = ⇣(✏) and shear viscosity ⌘ = ⌘(✏).

At second order relaxation times ⌧shear(✏) and ⌧bulk(✏) as well as other
terms.

17 / 75

:: at first order, dependence on bulk viscosity [ζ =ζ(ε)] and shear viscosity [η=η(ε)]
:: at higher orders, further coefficients… 

:: increasingly complicated evolution equations [to be solved numerically]



TRANSPORT PROPERTIES
✓ viscosity is due to transport of momentum 

✓ large η/s requires momentum to be transported over distances s-1/3 by well-
defined quasiparticles 

✓ for small η/s there are no quasi-particles 

✓ QGP has very small η/s 

✓ efficient momentum transport converts spatial properties [asymmetries] into 
momentum asymmetries

�59

Shear and bulk viscosity in AdS/CFT

For many strongly interacting (conformal) theories with gravitational dual
one has [Policastro, Son, Starinets (2001)]

⌘(T ) = s(T )
1
4⇡

This was conjectured to be a universal lower bound [Kovtun, Son, Starinets

(2005)]
⌘
s
� ~

4⇡kB

but theoretical counterexamples have been found. Experimentally, no
system seems to violate the bound so far.

For some theories with deviations from conformal symmetry it was found
[Buchel (2005)]

⇣(T ) = 2⌘(T )

✓
1
3
� c2s(T )

◆

but does not seem to be a universal relation.
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universal lower bound ?



FLOW
�60

Non-central collisions

pressure gradients larger in reaction plane

leads to larger fluid velocity in this direction

more particles fly in this direction

can be quantified in terms of elliptic flow v2
particle distribution

dN
d�

=
N
2⇡

"
1 + 2

X

m

vm cos (m (��  R))

#

symmetry �! �+ ⇡ implies v1 = v3 = v5 = . . . = 0.
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out of collision plane

in collision plane

✓ pressure gradients larger in reaction plane 

✓ larger fluid velocity along reaction 
plane, more particles fly in this direction

:: quantify effect by measuring particle distribution in azimuth

Non-central collisions

pressure gradients larger in reaction plane

leads to larger fluid velocity in this direction

more particles fly in this direction

can be quantified in terms of elliptic flow v2
particle distribution

dN
d�

=
N
2⇡

"
1 + 2

X

m

vm cos (m (��  R))

#

symmetry �! �+ ⇡ implies v1 = v3 = v5 = . . . = 0.
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:: v2 measures ellipticity of momentum distribution
:: odd-coefficients [v3, …] vanish by 𝜙 → 𝜙 + π   symmetry



ELLIPTIC FLOW
�61

✓ strong centrality dependence 

✓ small for central [no-spatial 
asymmetry] 

✓ maximum for mid-central 

✓ smaller again for very 
peripheral [small QGP]

Elliptic flow
• Strong centrality dependence, 

largest for 40-50% 
!

• Very small spatial anisotropy 
in central collisions 

!
• Large anisotropy in midcentral 

collisions 
!

• Small overlap region in peripheral 
collisions



ELLIPTIC FLOW [MASS DEPENDENCE]
�62

✓ heavier particles flow less strongly



HIGHER HARMONICS
�63

✓ all flow coefficients are non-zero 

✓ odd ones should vanish by symmetry: what is going on?



EVENT-BY-EVENT FLUCTUATIONS
�64

✓ symmetry argument for vanishing of odd harmonics applies only for 
event-averaged geometry 

✓ importance of event-by-event fluctuations of initial configuration 
[MCGlauber, several other alternatives] 

Event-by-event fluctuations

argument for v3 = v5 = 0 is based on event-averaged geometric
distribution

deviations from this can come from event-by-event fluctuations.

one example is Glauber model

!10 !5 0 5 10

!5

0

5

initial transverse density distribution fluctuates event-by-event and this
leads to sizeable v3 and v5

more generally also other initial hydro fields may fluctuate: fluid velocity,
shear stress, baryon number density etc

40 / 75

MCGlauber IP-Glasma



EVENT-BY-EVENT FLUCTUATIONS
�65

✓ fluctuation dominance leads to centrality independence
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PARTICLE CORRELATIONS
�66

✓ determination of reaction plane is not straighforward 
[particularly so if low multiplicity] 

✓ same flow information can be obtained from pair correlations

Elliptic flow
• Estimation of the reaction plane even-by-event difficult if multiplicities are small

• Another way to look at same data, pair correlations



PARTICLE CORRELATIONS
�67

:: pair correlations in [minimum bias] pp

jet peak

back-to-back jet
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PARTICLE CORRELATIONS
�68

:: pair correlations in PbPb

ridge: long range rapidity correlation [boost invariance]

note the magnitude
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COLLECTIVITY IN SMALL SYSTEMS

✓ flow pattern also present in proton-nucleus 

✓ tiny droplet of QGP ? 

✓ flow pattern also present in [high-multiplicity] proton-proton 

✓ QGP ??? 

✓ alternative [initial state correlations] explanations exist 

✓ do they also work for nucleus-nucleus ? [very difficult to get required magnitude]
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