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Who are we?

The Instruct Image Processing Center (I2PC)
Instruct: The European Research Infrastructure (ESFRI) for 

Structural Biology 
Provides support and training to structural biologists in the use of image 

processing software
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What is Cryo Electron Microscopy

One of the structural biology techniques 
at the core of the Instruct project, 
electron microscopy under cryogenic 
conditions (“cryo-EM”) is currently the 
fastest growing area, having been 
nominated “Method of the Year (2015)” 
by Nature.

Nobel Price in Chemistry 2017 was 
awarded jointly to Jacques Dubochet, 
Joachim Frank and Richard Henderson 
"for their work on cryo-EM for the 
high-resolution structure determination of 
biomolecules in solution." 
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Why do we hear so much about Cryo-EM?

Because thanks to:

1) The very good performance of current microscopes

2) The very good image acquisition characteristics of Direct Electron 
Detector

3) The very good new software for 3D reconstruction and classification

It is possible to solve the structure of large and flexible macromolecular 
complexes from small amounts of not very concentrated samples.

Protein Data Bank in Europe, EMBD statistics.
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How does Cryo-EM work?
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Typical Cryo-EM Workflow 
Single Particle Analysis (SPA)
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Plethora of EM software packages: Our answer 
“Scipion” Workflow Integrator

Bringing software integration to EM in workflows
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Scipion Framework
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Scipion Framework

Scipion encapsulates: 

• Parallelization: By each EM program or by Scipion (OpenMPI)

• Environment setup, libraries

• Batch system submission: Scipion template

• Use of GPUs

– Different requirements by EM package

– Scipion homogeneous variables setup

• Logging

• Workflow automation
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Scipion distributions

• Binaries or source code + EM packages autoinstall

• ScipionCloud

– Public AMI on AWS EC2 and Virtual Appliance on EGI 

AppDB
- Ubuntu 16.04 LTS

- Scipion release 1.2 (source git)

- Most important EM packages compiled with CUDA (GPU support)

- Nvidia driver + cuda toolkit (7.5 & 8.0)

- TurboVNC + VirtualGL + noVNC (remote desktop)

- Starcluster (only AWS)

- Puppet + Cloudify (Westlife project)
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Scipion for Cryo-EM facilities
Run workflows automatically in streaming

Import Movies

Movie Alignment

Particle Picking

CTF Estimation

ScipionBox (cluster, 
workstation,..)

Microscope

Import Movies

Acquisition 

Extraction

2D classification (dev)
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Scipion for Cryo-EM facilities

● Report what has been done in the facility
● Track system status, memory, gpu, cpu, 

network
● Raise alarms when thresholds reached.
● HTML report and alarms
● Customized workflows
● Programmatically accessible (python API)
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Scipion on-demand service
for Instruct users of Cryo-EM facilities
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Main goal

Our goal is that all the complex processing 
steps after Cryo-EM Facilities preprocessing 
could be performed with ScipionCloud for  
users with no IT knowledge at all.

The computational requirements are within 
limits, but the complexity of dealing with 
multiple software is beyond most users 
capacities. We want to “democratize” the 
processing of Cryo-EM data.
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Scipion processing use cases

Case 1 Case 2

Movie acquisition @ facility

Scipion processing @ user’s laptop/server

Movie alignment

Micrograph processing

Particle picking

Classification and reconstruction

Movies (2 TB)
Scipion streaming processing @ facility

Movie acquisition

Movie alignment

Micrograph processing

Scipion processing @ remote server

Particle picking

Classification and reconstruction

Micrographs (500 GB)
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First step @ Instruct Cryo-EM facilities

Movies

Instruct Project: Acquiring data on 
streaming mode with Scipion.
User leaves the facility with raw 
data (movies) and Scipion project 
with some steps executed.

+ .json

(includes Scipion and EM 
packagesversions)
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Second step @ I2PC or user’s location

1. Create Virtual Machine using 
cloudify+puppet customized 
with json info.
Specify a time limit for the 
project.

Block Storage or
OneData (Indigo 
DataCloud)

Virtual Machine

1st approach: 
Done manually by 
I2PC staff

2nd approach: Done 
automatically by user 
through  a web portal 
(already under 
development)

Authentication (TBD):
- VO enmr.eu ?
- Robot certificate on portal
- Instruct users login

Cloudify+puppet and portal solution 
already implemented but other 
options might be considered.
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Third step @ user’s location

3. Connect to remote desktop through a 
browser and continues processing.

4. When processing finishes or project expires 
user should download results (and project).
If a publication is produced user should 
acknowledge Instruct and IberGRID provider.

Block Storage or
OneData (Indigo 
DataCloud)

Virtual Machine

2. Copy Scipion project (raw 
data in principle not needed).
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Final step @ I2PC (or automatic)

Block Storage or
OneData (Indigo 
DataCloud)

Virtual Machine
5. Delete Virtual Machine and 
Storage
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Server requirements for processing

Typical Cryo-EM project: 

● Disk (BS)

○ Data (movies) ~ 1-2 TBs. No need to copy to BS, only if user would 

need to reprocess them. For some superresolution movies movie 

sets can be much bigger (up to 12 TBs).

○ Scipion project ~ 500 GB - 1 TB. Of course this depends on number of 

workflow steps.

● # CPUs from 12-32.

● RAM 20 - 60 GB (depends on software package used).

● GPU powered. Nvidia devices with compute capability higher than 3.5 

and RAM at least 8 GB. It  is not mandatory but new algorithms require it.

● Processing time depends (2 weeks - 2 months with and without 1 GPU).
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Tests on IFCA OpenStack Cloud

July 2018
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Process a movies dataset (case 1)

Initial aim: Process EMPIAR dataset 10061 (beta-galactosidade 
to 2.2 A map resolution) which contains 1539 superresolution 
movies gain corrected (12.4 TB).

Final aim: Process a subset of the movies (97, around 800 MB) to 
obtain a low resolution map using the most demanded 
algorithms (involving GPU usage).

Contacted several IberGRID sites but only IFCA could provide 
GPU cloud machines.

http://www.csic.es/
http://biocomp.cnb.csic.es/
http://biocomp.cnb.csic.es/


GPU flavours at IFCA

http://www.csic.es/
http://biocomp.cnb.csic.es/
http://biocomp.cnb.csic.es/


Tests on g4.4xlarge

VM with 8 CPUs, 15 GB RAM and 4 GPUs. 

External 1 TB BS.

ScipionCloud-GPU image on EGI AppDB with some upgrades.

Impossible, not enough RAM for such superresolution movies.
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Tests on g3.xlarge

VM with 12 CPUs, 22 GB RAM and 1 GPUs.

Same external 1 TB BS.

ScipionCloud-GPU image on EGI AppDB with some upgrades.

Same input data.

Whole workflow run obtaining a low resolution map (23 A). It 

might be improved but probably not to reach enough resolution 

to get map that could be published.
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Conclusions

• At least flavour g2.xlarge (8 CPUs, 60 GB RAM and 1 GPU)  is 

necessary  to process cryoEM superresolution data (not yet 

tested). 

• Other possibility will be to use a non GPU flavour although it 

would take longer time (2 months instead of 2 weeks). Users 

do not like this in general cause new algorithms run on GPU.

• On the proposed service movies are not considered so in 

principle huge storage requirements are not needed. 

• Better use of cloud resources could be achieved by using 

different VM flavours in different steps: Picking + Extracting 

on a non GPU flavour and classification and refinement on a 

powerful GPU flavour.
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