Scipion on-demand service in the cloud
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Who are we?
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The Instruct Image Processing Center (12PC)
Instruct: The European Research Infrastructure (ESFRI) for

Structural Biology
Provides support and training to structural biologists in the use of image
processing software
AR
instruct
» .'. Integrating
> Biology

instruct
image
Processing
Center



http://www.csic.es/
http://biocomp.cnb.csic.es/
http://biocomp.cnb.csic.es/

What is Cryo Electron Microscopy

One of the structural biology techniques
at the core of the Instruct project,
electron microscopy under cryogenic
conditions (“cryo-EM”) is currently the
fastest growing area, having been
nominated “Method of the Year (2015)”
by Nature.

Nobel Price in Chemistry 2017 was
awarded jointly to Jacques Dubochet,
Joachim Frank and Richard Henderson
"for their work on cryo-EM for the
high-resolution structure determination of
biomolecules in solution."
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Why do we hear so much about Cryo-EM?

Because thanks to:

1) The very good performance of current microscopes
2) The very good image acquisition characteristics of Direct Electron

Detector

3) The very good new software for 3D reconstruction and classification

It is possible to solve the structure of large and flexible macromolecular
complexes from small amounts of not very concentrated samples.
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How does Cryo-EM work?

CSIC

Transmission electron
microscope

Filter
Sample preparation Papef
Tweezers —
90°
‘
Ethane
Grid
| Sample application Blotting Plunge freezing
3 mm 80 um l Incident electron beam

Ice-embedded proteins

Carbon film Carbon film
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Data processing and 3D reconstruction
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Typical Cryo-EM Workflow
Single Particle Analysis (SPA)

AN J

S } —

CTF

- Single Particle
Analysis (SPA)

COORDINATES

Preprocessing

Validation

Estimate resolution
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Plethora of EM software packages: Our answer
“Scipion” Workflow Integrator

Bringing software integration to EM in workflows
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cipion Framework

Project Help

6 SCIPION vl.1-beta (2017-04-21) Balbino

Project 10028_Ribosome_Tutorial

Protocols | Data

View [Protocols SPA |
< Protocols SPA
< Imports
[F]import movies
[F]import micrographs
[Blimport particles
[Flimport volumes
> more
< Micrographs
[P xmipp3 - optical alignment
[ grigoriefflab - unblur
[7) grigoriefflab - summovie
[F) xmipp3 - preprocess micrographs
< © CTF estimation
[7) grigoriefflab - ctffind
[F] xmipp3 - ctf estimation
> more
< Particles
< @ Picking
[F)eman2 - boxer
[7) xmipp3 - manual-picking (step
[7] xmipp3 - auto-picking (step 2)
[7) bsoft - particle picking
[F) appion - dogpicker
> more
b @ Extract
b @ Preprocess
> @ Filter
b @ Mask
< 2D
> @ Align
< O Classify
[7) xmipp3 - cl2d
[7) relion - 2D classification
> mda
> more

———
View: [Tree ~léta CRefresh
]

S Edit (Copy [ Delete $=Steps BpBrowse EDb [@Collapse WylLabels
pROJECE

[+

\\

xmipp3 - screen particles kum&)
finished

create subse?
finished

Summary | Methods | Output Log |
METHODS:
> xmipp3 - preprocess micrographs

<~ 3D
> @ Initial volume
b @ Preprocess
< ‘€ Refine
[7) relion - 3D auto-refine
[7) grigoriefflab - frealign
[7) xmipp3 - projection matching
[F]eman2 - refine ea
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‘The micrographs in set 164.outputMicrographs.214 have
'The resulting set of micrographs is 232.outputMicrographs.278

REFERENCES:

Sorzano, et.al. Proc. of IEEE Workshop on Intelligent Signal Processing. 2009
de la Rosa-Trevin. et.al. JSB. 2013

Sorzano, et.al. Methods in Molecular Biology. 2013
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Scipion Framework

Scipion encapsulates:

* Parallelization: By each EM program or by Scipion (OpenMPI)
* Environment setup, libraries
* Batch system submission: Scipion template
* Use of GPUs
— Different requirements by EM package
— Scipion homogeneous variables setup
* Logging
 Workflow automation
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Scipion distributions

* Binaries or source code + EM packages autoinstall
* ScipionCloud
— Public AMI on AWS EC2 and Virtual Appliance on EGI

AppDB
- Ubuntu 16.04 LTS
- Scipion release 1.2 (source git)
- Most important EM packages compiled with CUDA (GPU support)
- Nvidia driver + cuda toolkit (7.5 & 8.0)
- TurboVNC + VirtualGL + noVNC (remote desktop)
- Starcluster (only AWS)

- Puppet + Cloudify (Westlife project)
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Scipion for Cryo-EM facilities
Run workflows automatically in streaming

Acquisition ScipionBox (cluster,

workstation,..)

ol

#FEI ‘

Import Movies

Movie Alignment

CTF Estimation

Microscope ) |
Particle Picking
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Scipion for Cryo-EM facilities

f® SCIPION Project demo 053302

Report what has been done in the facility
jﬂ:‘jjfcfff?Pefjes Runssummery Track system status, memory, gpu, cpu,
i~ g network
Raise alarms when thresholds reached.

Motioncors (copy) (Kd=430)

Acquisition Xmipp3 - movie gain (copy) (k=400)
— pioves HTML report and alarms
et e Ctiind (copy) (18=006)

tpUtCTF 100

Magnitication: 35000
Pixed Size (A..px) 134

Customized workflows
Programmatically accessible (python API)
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Scipion on-demand service
for Instruct users of Cryo-EM facilities
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Main goal

Our goal is that all the complex processing
steps after Cryo-EM Facilities preprocessing
could be performed with ScipionCloud for
users with no IT knowledge at all.

The computational requirements are within
limits, but the complexity of dealing with
multiple software is beyond most users
capacities. We want to “democratize” the
processing of Cryo-EM data.
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Scipion processing use cases

Case 1l

[ Movie acquisition @ facility ]
Movies (2 TB)

Kcipion processing @ user’s Iaptop/servh

Vs

Movie alignhment

N\

Micrograph processing

Particle picking

Classification and reconstruction

Case 2
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Movie acquisition
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Movie alignment

J
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Micrograph processing

J

l Micrographs (500 GB)

Scipion processing @ remote server

[

Particle picking

[ Classification and reconstruction ]
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First step @ Instruct Cryo-EM facilities

-
HFEl
PROJECT
Import movies
saved
+ json
. xmipp3 - movie gain Motioncorr
M ovies saved saved

ol (incI udes Sci pion and EM
Summ:arvye‘hinonitor xmipp3 - e;;tlrea;t particles p a C ka ge sve rs i O n s )

Instruct_session_124 i
—
View:ffree  <laa SRefresh

Instruct Project: Acquiring data on
streaming mode with Scipion.
User leaves the facility with raw
data (movies) and Scipion project
with some steps executed.
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Second step @ 12PC or user’s location

1st approach: 2nd approach: Done Authentication (TBD):
Done manually by automatically by user - VOenmr.eu?
I2PC staff through a web portal - Robot certificate on portal

Instruct users login

(already under
J development)

<

1. Create Virtual Machine using

cloudify+puppet customized
with json info. |=]={={c]={|m] "’

Specify a time limit for the
Q project.

Storage or
eData (Indigo
DataCloud)

Cloudify+puppet and portal solution
already implemented but other
options might be considered.
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Scipion in the Cloud
umm’!g cryoEu Data Analysis from Anywhere

W@st- Llfe

Strukres fr

A.)Qenek R Pesa, J. Kewer, V. Holer, D. Kouiil, D. Ao, L. Del Cafio Novales, P.Canesca Mingo

Scigion is an image processing kamework, orignally designed asa
deskiop PC apglicasion, kr obtaning 30 models of macromolec-
ular complexes using Electron Microscopy. ltintegrates several

bining different software looks, while taking care of formats and
ions. The e fom a harough inte-

al steps ame vacked and they can be réproduced lgler on.

Hadware requirements for red-wodd EM data andysis scenaro
may reach beyond usual deskiop PC. Many software dependen-
cies ds0 jegpardise is ponability, espedaly in the world of ag-
mented desidop operaling systems. Last but not least, CryoBM
datasets are large ypically, which complicales her efliGent shar
ing on deskaop PCs. We address &l Mese issues by poviding an
integrated enviro nment which deploys he spplication in e doud
and expases a web-only interface 10 e user.

ipon
ment, incudng all
e depencencies
and VM configura-
%on, is described in
a TOSCA blueprint
and a set of Puppet
recipes. Those
am processed wih
Cloudily % set up
®e cloud node. In
Nis way we aoid
dealing wil lage
pee-camed wi
images which are i

dificult %o mantain

and % copy over

netwark.

The VM setup with Cloudity and its access with VNC cient is =1l

o oom;iculad lol e ypical user, merebe We wrap & with a thin,
1 e e, nhe

and their idecyde, handles erars ec.

The user is exposed 10 a one-siop web intertace (develgped using

React/Redux famework) where fe he/she manages the depioyed

machines and gets instant access 1o the remote VM deskiop in

e web browser.

GPU SUPPORT

ONEDATA INTEGRATION USER AUTHENTICATION

Display of recormsucted 30 clecton density
map requires hardware ac celerated rendering,
A GPUhastobe amached to the virtual machine
inthe cloud, typically via PClpasstrhough. The
VM rurs 2 headiess X11 server with hardware
accelerted OpenGL 3D rendering usng the
GPU. Scipion s runin VNC server. OpenGL 3D
rendering calls are intercepted by a preloaded
Virtual GL lbrary. they are redirected to the ac

celerated X11 server, rendered % off acreen
windows. and the resuing pumaps are copied
back. The same GPU & used for accelerated
computation 100

Scipan project & aset of fos in a single folder
wih typical sze of 10-10.000 GE. We regate
the cloud setup with One Data 2orage. shicding
the user from the need % copy these datasets
around manually.

OnoData provides 3 web interface for basic data
manipdation. inthe VM, a FUSE client for Linue
i3 used to maunt the same workspace. Dueto
periormance and suability masors, the work at
the VM is done on a baal daa copy. which is
periodioally synchronized back to OneData.

(VRE), poject Number 6 75858
v
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CERIT Sciernific Gl propa no. LM2015085.

The managemert server & rtedfaced with the
Viost e authenticaton infrastructure (AAI),
blowing recommendfions of AARC project
Howewr, these mechanisms contradict the con-
copts of RESTAY operaion of the applcation
based on the React famework.  We ddllow
a radeof approach. generatng a JSON Web
Token inan auhenticated area (where the user
provides histher pamsword), and using the token
0 access the remaning parts of the imerace.
The mecharism & completely wansparent 1o
the user.

Acxcess to the OneData web imterace uses
Westlde AAlo. However. n order % keep
ool on credentil delegaton, the user & -
quired 1o generate a specifc access token spe-
afc 1o the Sapion project, and %o paste it into
a dedicated field n the deployment form. The
token is passed 10 the VM and used there 1o act
on behalf of the user.

=i
“in‘rastructurs

Furter informasion & nttps://bit. 1y/2y13200

Comact. 1jochadics.mni. cz
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Third step @ user’s location

2. Copy Scipion project (raw
data in principle not needed).

achine

v
IBERGRID ¥ 4%

3. Connect to remote desktop through a

. . Storage or
browser and continues processing. g

eData (Indigo

4. When processing finishes or project expires DataCloud)

user should download results (and project).
If a publication is produced user should
acknowledge Instruct and IberGRID provider.
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Final step @ 12PC (or automatic)

5. Delete Virtual Machine and achine

Storage

IBERGRID "’; “ud

)ek Storage or
eData (Indigo
DataCloud)
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Server requirements for processing

Typical Cryo-EM project:

e Disk (BS)

o Data (movies) ~ 1-2 TBs. No need to copy to BS, only if user would
need to reprocess them. For some superresolution movies movie
sets can be much bigger (up to 12 TBs).

o Scipion project ~ 500 GB - 1 TB. Of course this depends on number of
workflow steps.

e # CPUsfrom 12-32.

e RAM 20 - 60 GB (depends on software package used).

® GPU powered. Nvidia devices with compute capability higher than 3.5
and RAM at least 8 GB. It is not mandatory but new algorithms require it.

® Processing time depends (2 weeks - 2 months with and without 1 GPU).
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Tests on IFCA OpenStack Cloud

July 2018
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Process a movies dataset (case 1)

Initial aim: Process EMPIAR dataset 10061 (beta-galactosidade
to 2.2 A map resolution) which contains 1539 superresolution
movies gain corrected (12.4 TB).

Final aim: Process a subset of the movies (97, around 800 MB) to
obtain a low resolution map using the most demanded
algorithms (involving GPU usage).

Contacted several IberGRID sites but only IFCA could provide
GPU cloud machines.
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GPU flavours at IFCA

GPU Flavors

2defa7e9-782b-4d37-b272-885f53556966
33b9d3a5-aa68-4c37-8da7-c50583b8f684
52be20f1-27d3-4dc5-8cc7-bf18d518230d

9afca810-3beb-47be-a393-cb034f0fb648

47dcdee9-84da-4e43-baa7-bb67b3a53ed4

1acdb78b-8ba9-440c-94a6-a0a952b58a1b
cf1aeea5-33b8-4bf3-b843-93117e59f5F8
b13bF655-a4d4-48F2-a75a-232a36ad813a
0Ob5aedfc-dcbf-4d23-adef-75933d654713

dfe62bb7-ae93-4288-8bef-050d8e8fbdf5
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Name

g1.xlarge
g1.2xlarge
g1.4xlarge

g2.large

g3.large

g4.large
g4.xlarge
g4.2xlarge
g4.4xlarge

g4.6xlarge

CPU Family
and other HW

Intel Xeon X5550 2,67Ghz

4 GPU Nvidia GT200GL

Intel Xeon E5-2670 2,6Ghz
GPU Nvidia Titan X

Intel Xeon E5-2620 2Ghz
GPU Nvidia 1080ti

Intel Xeon E5-2603 1,7Ghz

GPU Nvidia 1080ti

vCPUs

12

12

RAM
(MB)

5000

10000

20000

60000

22000

2500
3750
7500
15000

30000

Disk
(GB)

60

60

60

60

60

30
60
60
60

60

Eph
(GB)

150

150

300

150

150

100
200
200

200

200

Hard
Extra

1GPU

2 GPU

4 GPU

1GPU

1GPU

1GPU
2 GPU
4 GPU
8 GPU

10 GPU

Public

FALSE

FALSE

FALSE

FALSE

FALSE

FALSE
FALSE
FALSE
FALSE

FALSE
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Tests on g4.4xlarge

VM with 8 CPUs, 15 GB RAM and 4 GPUs.
External 1 TB BS.

ScipionCloud-GPU image on EGI AppDB with some upgrades.

Impossible, not enough RAM for such superresolution movies.
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Tests on g3.xlarge

VM with 12 CPUs, 22 GB RAM and 1 GPUs.
Same external 1 TB BS.
ScipionCloud-GPU image on EGI AppDB with some upgrades.

Same input data.

Whole workflow run obtaining a low resolution map (23 A). It
might be improved but probably not to reach enough resolution
to get map that could be published.
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Conclusions

e At least flavour g2.xlarge (8 CPUs, 60 GB RAM and 1 GPU) is
necessary to process cryoEM superresolution data (not yet
tested).

* Other possibility will be to use a non GPU flavour although it
would take longer time (2 months instead of 2 weeks). Users
do not like this in general cause new algorithms run on GPU.

* On the proposed service movies are not considered so in
principle huge storage requirements are not needed.

* Better use of cloud resources could be achieved by using
different VM flavours in different steps: Picking + Extracting
on a non GPU flavour and classification and refinement on a

i i)owe rful GPU flavour.
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