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Eh... what do you mean “at James?”
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é JAMES PRODUCT  SERVICES

The Artificial Intelligence
for Credit Risk

James is a one-stop shop for Credit Risk Management , that allows you to easily create, N
validate, deploy, and monitor regulation-ready, high-performing predictive models. |
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TALK TO SALES

Optimize your portfolio performance.
Companies using James have been able to increase their acceptance rate by 10% and decrease their default rate by 30%.

°

Leverage state of the art
Machine Learning algorithms to
create high-performing
predictive models and
scorecards.

Get preemptive alerts regarding
your models' metrics and
access all the information
required for internal validation
and regulatory compliance.

Seamlessly deploy your
predictive models. James
provides you all the necessary
parameters for on-premises or
cloud deployments.

KNOW MORE

Get regular reports regarding
your models' performance:
discriminatory power,
population stability, and
probability of default calibration.




What do we do?
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Who do we serve?

& JAmES






4
q JAMES



Technology vs Product

With 3 examples
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Example 1
Adoption of machine learning

& JAMES



classification scikit-learn
e algorithm cheat-sheet

get
more
data NO
YES samples
predicting a

ves | category

NOT
WORKING

NO

regression
ES

few features
should be
important

YES 0

NOT
Text SIS " | <100K
Data samples

YES
NO,

do you have

labeled <100K -
NO data \ samples
YES \ 5
predicﬁng. a
number of quantity
categories

known

clustering

NOT
WORKING

NOoT
WORKING
YES

e dimensionality

reduction

R
structure




X CANCEL | 1. Select an algorithm
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Scorecard

It is like a Logistic Regression,
but with weigths of evidence
and scores!

SELECT
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Logistic regression

A linear classifier that estimates
the relationship of the
independent variables with the
probability of the target classes.

SELECT

Random Forest

A non-linear classifier that
ensembles decision trees and
outputs the mode of the
individual tree predictions.

SELECT

Cradient Boosting

A non-linear classifier that
ensembles decision trees which
are built iteratively and weighted
according to their accuracy.

SELECTED
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Example 2
Bayesian Optimization
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1.

3.V 4. v 5. Summary

i Experiment #4

1. Algorithm 2. Partitioning 3. Training set

2 categorical features

VX 179 numerical features

80% — 20%

Gradient Boosting

RUN >
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Example 3
Local Interpretable Model-Agnostic Explanations
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Figure 4. Explaining a prediction with LIME. Sources: Marco Tulio Ribeiro, Pixabay.

& JAMES



Debt to Interest

Profession

Age

FICO

Nr installments

Purpose

Loan size

Nr previous delinquencies
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Contributed against acceptance

Contributed towards acceptance
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Why does this matter?
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Lesson 1
Clients don’t buy technology.
They buy solutions.
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Lesson 2
Communication.
It is not their job to learn our field.
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Lesson 3
Tech companies transfer technology into industry,
with a product
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Thank you! /

Questions?/
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james.finance

New York +1(203) 451-8669
London +44 20 3287 4132
Lisbon +351 912 250 990

p@james.finance



