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State of São Paulo
q 32% of Brazil’s GDP

q 45% of Brazilian Science

q 39% of the Ph.D. Graduates

q 3 State Universities
________________________________

São Paulo State University
q Among the TOP 10 Universities 

in Latin America (QS 2018)

q 24 Campuses over the State

q 50,000+ Students

q 4 Campuses with Computer Science
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Center for Scientific Computing
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High Energy Physics
§ CMS / CERN 

§ Search for DM

§ Tier-2 of WLCG

§ Instrumentation

High Performance 
Computing

§ First Campus Grid in 
Latin America

§ HPC for 400+ users

Digital Social 
Innovation

§ Cloud Computing

§ Code Parallelization 

§ Machine Learning

§ SDN

GridUnesp SPRACE Openlab



NCC Datacenter
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Cumulative CPU Hours
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São Paulo Research and Analysis Center

Fundamental Research in High Energy Physics
§ Physics analysis: Beyond SM and Heavy Ion Collisions
§ Data processing
§ Scientific instrumentation

Training and Education
q Promote expertise in advanced fields

§ Including High School teachers

Outreach
q Share the knowledge with society

§ Poster, sites, game, Masterclass, etc. 
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Search for
Dark Matter



BR-SP-SPRACE: A WLCG Tier 2
First Official WLCG Tier-2 in Latin America 
q MoU signed in April/2009 

q FAPESP & CERN

Processing
q Physics analysis 

q MC simulation

q Reconstruction

Storage of datasets
q 2 Pb of disk

Network connection
q 100 Gbps operational
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CMS Level 1 Tracking Trigger

Reconstruct charged particle trajectories “on-the-fly” 
q 40 million beam crossings per second 

q Necessary bandwidth of 50 – 100 Tbps

Requires
q Extremely fast high bandwidth data communication 

q Massive pattern recognition power

q Latency of few microseconds

Worked with Fermilab group on AM + FPGA

Involved with the full FPGA solution
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R&D Projects with 
the Private Sector
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Human
Resources

Relevant problems with 
scientific and 

Socio-economic impact

Highly 
Qualified 

HR

State-of-art 
Expertise

Hardware &
Software

Key Partner

Key Activities
Revenue Streams

Value Propositions
Customer Segments

Key Resources Cost Structure





Huawei R&D Projects
Development of New Software-Defined Networking (SDN) Controller
q Kytos: An Open Source SDN Plataform
q Plug and Play, nice and responsive Web UI
q Powerful and scalable

Stress WAN for Data-Intensive Science
q Demonstrations at annual Supercomputing Conference 2016
q New record of Data transmission between North-South Hemispheres 
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97.56 Gbps



Manycore Testing Lab
q First manycore testing lab outside US
q First hands-on activities with Xeon Phi

Intel Parallel Computing Center
q Parallelization of Geant code
q Broad impact 
§ HEP + Dosimetry + Radiation-hard electronics

q Goals
§ Develop GeantV: massive parallelism natively
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Intel Modern Code Program (IMC)
q 1700+ students trained
q 7 International training events
q 26 tutorials at Brazilian Institutions

CoE in Machine Learning
q R&D, consulting, and training in ML
q High Energy Physics (boosted jets)
q SERPRO, DataPrev, Banks, City Halls, etc.

Intel R&D Projects



Deep Learning and Jets in HEP
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Association with Public Sector

q Car Maker and Plate identification;

q Workloads can be composed by 10k images 
per day;

q Performance Results: 
qSkylake achieved 118 millisecond per image 

on average;
qGPU achieved 200 millisecond per image on 

average;
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Association with Public Sector
q Judicial Process classification 
(jurisprudence) ;

q Clustering of similar processes;

q Identify Jurisprudence that matches the 
process;

q Information Retrieval techniques;
q Vector Space Model;
q Document Similarity

q Named Entity Recognition;

q OCR Enhancement;
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Association with Public Sector

q Drone surveillance of the beach (drowning)

q E-Government



The Openlab
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with grit for digital social innovation



The Path towards Innovation

Academic
Sector

Common 
Projects
Common
Interest

Private 
Sector
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Challenge for Innovation
q Fill the gap between the academic and 

the private sector
q Overcome prejudice from both sides

A large step forward 
q Identify challenging problems of 

common interest to academia, industry 
and government 

q Tackle socioeconomic problems with 
high impact in society by employing  
state-of-the art digital technology
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Thank You
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