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hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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Full simulations of extensive air showers require large amounts of CPU time and disk space. Consequently, the
generation of Monte Carlo events calls for the implementation of a thinning algorithm. A procedure to undo the thinning is
thus mandatory to have a fair representation of the signals collected by the water Cherenkov detectors. The strategy consists
in the estimation of the distributions of particles at the position of the detectors by averages over extended areas around this
position. Following a thorough revision of the unthinning algorithm used in our simulations [1], we discovered that the
value chosen for the sampling area was not optimal and introduced an underestimation of the muon delay with respect to the
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FIG. 1 (color online). hXμ
maxi as a function of energy. The prediction of different hadronic models for proton and iron are shown.

Numbers indicate the number of events in each energy bin and brackets represent the systematic uncertainty.
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FIG. 2 (color online). Conversion of hXμ
maxi (circles) and hXmaxi (triangles) to hlnAi, as a function of energy. On the left (right) plot we

use QGSJETII-04 (EPOS-LHC ) as the reference hadronic model. Brackets correspond to the systematic uncertainties.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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TABLE I. RE and R
had

with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE R
had

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11
EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

RESULTS AND DISCUSSION

Table I gives the values of RE and R
had

which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of X

max

, E
FD

and S(1000) are propagated through
the analysis by shifting the reconstructed central values
by their one-sigma systematic uncertainties. Figure 4
shows the one-sigma statistical uncertainty ellipses in the
RE�R

had

plane; the outer boundaries of propagating the
systematic errors are shown by the gray rectangles.

The values of R
had

needed in the models are com-
parable to the corresponding muon excess detected in
highly inclined air showers [7], as is expected because at
high zenith angle the nonharonic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the system-
atic uncertainty of the overall energy calibration enters
only as a higher-order e↵ect. Thus the significance of
the discrepancy between data and model prediction is
now more compelling, growing from 1.38 (1.77) sigma to
2.1 (2.9) sigma, respectively, for EPOS-LHC (QGSJet II-
04), adding statistical and systematic errors from Fig. 6
of Ref. [7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit R
had

is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ⇡ 15% larger for EPOS-LHC than QGSJet-II-04 [27],
and in addition the mean primary mass is larger when
the X

max

data are interpreted with EPOS rather than
with QGSJet-II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed X

max

than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [28, 29].
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FIG. 4. Best-fit values of RE and R
had

for QGSJet-II-04 and
EPOS-LHC, for pure proton (solid circle/square) and mixed
composition (open circle/square). The ellipses and gray boxes
show the 1-� statistical and systematic uncertainties.

SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-
brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (E

CM

= 110
to 170 TeV) and zenith angle 0��60�, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, R

had

, and we allow for a possible over-
all energy calibration rescaling, RE .
No energy rescaling is needed: RE = 1.00 ± 0.10 for

the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [14].
We find, however, that the observed hadronic signal

in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of R

had

= 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, R

had

= 1.61±0.21. It is not yet known
whether this discrepancy can be explained by some in-
correctly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [27] or vector mesons [30]
(see Ref. [31] for a recent review of the many constraints
to be satisfied), while proposals for possible new physics
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Fig. 2. Slant mass crossed before reaching the MARTA RPCs
under a 150 g/cm2 vertical water equivalent mass, for incident
particles at 40� zenith angle.

High-voltage (HV) electrodes are applied to these plates,
creating an intense and uniform electric field. The passage
of ionising particles through the detector creates avalanches
of electrons which induce signals in the readout electrodes.
The high resistivity of the plates prevents electrical dis-
charges, which would a↵ect all the detector.

RPCs have significant advantages with respect to more
conventional detectors, as for example scintillators, partic-
ularly concerning cost and feasibility. Moreover, the seg-
mentation level is very flexible and constrained essentially
by the readout. The signal pickup electrodes are physi-
cally separated from the sensitive volume. This approach
allows us to achieve high-voltage insulation and gas tight-
ness, reducing considerably the number of feedthroughs.
An aluminium case is used to host the RPC, the Data
Acquisition system (DAQ), the high-voltage and monitor-
ing systems. Details on the design of the assembled and
tested prototypes are presented in section 3. The MARTA
design is based on a multi-gap gaseous volume. The us-
age of thin gas gaps guarantees fast detector response to
avalanche development, yielding very good time resolu-
tions. Moreover, the multi-gap approach enhances detec-
tion e�ciency. The chambers require low gas flux and use
tetrafluorethane (R-134a), a common refrigerator gas, and
the main component of the mixture used in most modern
RPC installations.

The MARTA concept also has advantages when com-
pared to muon detectors buried underground, below an air
shower detector. Firstly, the energy threshold for muons
remains essentially the same in the MARTA sub-detector
(WCD + RPCs), while it would di↵er considerably be-
tween underground detectors and surface ones. The im-
plementation of MARTA would also consume much less
time and resources. Finally, as mentioned before, the de-
tection of the same particles by both detectors provides
an invaluable tool both to understand the detector perfor-

Fig. 3. The MARTA implementation for the Pierre Auger
Observatory: the RPCs (in brown) are placed under the water-
Cherenkov detector (in green) which provides active shielding
and trigger. The concrete support structure is shown in black.

mance and to further exploit the shower physics. Other in-
teresting possibilities for combined measurements include
photon primary identification and air shower physics near
the core.

3 Implementation and prototypes

3.1 A MARTA baseline design

A possible design of MARTA has been elaborated in de-
tail for the Pierre Auger Observatory. Several prototypes
have been built and tested both in laboratory and in the
observatory site.

At the Observatory, MARTA units would be installed
at the entire surface array under the water-Cherenkov de-
tectors (WCD). The WCD would remain unchanged, act-
ing as shielding for the electromagnetic shower compo-
nent, and sitting on top of a concrete structure hosting
the RPC modules. The water (1.2 m depth) and the con-
crete (20 cm thickness) correspond to a mass overburden
of 170 g/cm2. A schematic view of the MARTA imple-
mentation for the Pierre Auger Observatory is displayed i
figure 3.

RPC unit

The baseline configuration foresees four RPCs per tank.
The structure of each chamber is as follows:

– An area of 1.2 x 1.5 m2, for a total of over 7 m2 of
RPC per WCD;

– A total of three resistive plates made of soda-lime
glass, each 2 mm thick, mounted on top of each other;

– The resistive plates are separated by 1 mm gaps for
the gas, making it a double gap chamber, filled with
R-134a;

– The detector is glued to an acrylic box of 3 mm thick-
ness;

– The readout plane is external and segmented in 8 x 8
pickup electrodes (pads), each with dimensions 14 ⇥
18 cm2 and separated by a 1 cm guard ring;

3

Several complementary approaches to the problem

AugerPrime MARTA

Air-shower 
phenomenology

Detailed WCD studies

Smaller-scale experiments
arxiv:1712.07685 (accepted for publication in EPJ-C)

The Pierre Auger Observatory Upgrade Daniele Martello

Figure 1: Left: the layout of the Surface Scintillator Detector (SSD); Right: One station of the AugerPrime
Engineering Array.

there is a disagreement between the observed and expected muon numbers [15, 16], therefore it is
of fundamental importance to study the hadronic multiparticle production in extensive air showers.

3. Description of AugerPrime

The AugerPrime upgrade consists of many improvements of the Pierre Auger Observatory.
The most important is the installation of a new detector above each of the existing water-Cherenkov
detectors (WCD). This new detector, named the Surface Scintillator Detector (SSD), consists of a
plane of plastic scintillator that will be triggered by the larger WCD below it.

An SSD unit is a box of area 3.8 m ⇥ 1.3 m, containing two scintillator sub-modules, each
composed of 24 bars of extruded scintillator produced at the Fermi National Accelerator Laboratory
of about 1.6 m length, 5 cm width and 1 cm thickness [17]. The 3.8 m2 scintillator planes are
protected by light-tight, weatherproof enclosures, and mounted on top of the existing WCD with
a strong support frame (see figure 1). The scintillator light will be collected with wavelength-
shifting fibers inserted into straight extruded holes in the scintillator planes. The fibers (Kuraray
Y11(300)M S-type) are bundled and connected from both sides to one 1.5” photomultiplier tube
(PMT). The PMT selected in the baseline design is the model Hamamatsu R9420. It has a bi-alkali
photo-cathode and a quantum efficiency of about 18% at the wavelength of 500 nm. This PMT has
been chosen for its excellent linear response.

The other important improvement included in the AugerPrime program is the upgrade of the
electronics of the SD and the extension of the dynamic range of the WCD. The new electronics
will process both WCD and SSD signals [18]. It will increase the data quality thanks to better
timing accuracy and a faster ADC sampling. The signals of the SSD and WCD will be sampled
synchronously at a rate of 120 MHz (three times the current rate). The new GPS receiver will allow
a timing accuracy of 5 nanoseconds, about a factor two better than the current value. Faster data
processing and more sophisticated local triggers are enabled by the use of a more powerful proces-
sor and FPGA, and improved calibration and monitoring capabilities are foreseen. The dynamic
range of the WCD will be enhanced by a factor 32 with an additional small (1”) PMT that will be
inserted in the WCD [19].
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Figure 1: (Left) A picture of the experimental setup at Malargue, showing the alluminum
box with the RPC installed at the top of the Gianni Navarra tank, while the bottom RPC
is below the tank support structure and is not visible. (Right) A schematic top view of
the setup, where the tank center is at (0, 0) m.

a full intrinsic detection efficiency of the RPC, one arrives at an estimated trigger rate from
atmospheric muons equal to 0.55 Hz.

The trigger sends the tank an instruction to store the low-gain and high-gain PMT
traces. A dead time in the tank data acquisition procedure limits the fraction of triggered
events for which we also store tank data to 35%. Calibration histograms are acquired every
50 minutes. The background rate in each pad is monitored and a pad is vetoed when its
background rate is above a threshold set at 1 kHz. Typical single pad rates are of the order
of a few hundred Hz on the top RPC and a few tens of Hz on the bottom RPC. Background
events are later removed from the data with the offline analysis.

2.2 Event selection

The events are selected to have at least one signal detected in the trigger region (see Section
2.4) in the three PMT traces, which serves to remove most false triggers generated by the
electronics.

We start by selecting events that have only one hit in each RPC, as only for those events it
is possible to reconstruct the muon trajectory. This cut removes from the data small showers
in which more than one particle crosses the RPC, and also events of single atmospheric
particles showering in the tank. We have checked in the simulation that the fraction of
single-particle showering events, with more than one hit at the bottom RPC, is below 3%.

A small fraction of shower events, estimated to be < 5%, is expected to survive the
single-hits selection [2]. Part of it corresponds to showers that are big enough to saturate
the high-gain PMT traces. These shower events are identified by searching the full trace for
saturation. Baseline oscillations are searched by selecting traces with at least 3 ADC counts
below the baseline and a rise of at least 5 ADC counts in the following two time-bins. Both
these type of events are of no interest for this study and are removed from the analysis.

The event selection also includes a cut in AoP > 1, following [7], which is mostly a
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• Simulation-based studies to 
understand which physics parameters 
correlate with the muon number

Large-scale experimental efforts
arxiv:1708.06592
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Understanding the water-Cherenkov detector

•Light generation: Cherenkov yield
•Light propagation: attenuation length 
in water
•Light reflection: tyvek reflectivity
•Light collection: PMT geometry, QE

•Other effects (water-air transition, 
ice formation)

4

Motivation

•AoP decrease with time!

•What is aging?
•tyvec reflectivity
•attenuation length
•PMT-related

•Evaluate full consequences

“The reasons for the decay of A/P with time are a 
convolution of water transparency, Tyvek reflection and 
electronic response of the detectors. The proportion of 
each of these three causes has not yet been 
determined.”

The monitoring tool also allows a general control of the behavior
of the array. Figure 20 shows the muon peak current (IVEM) values
for 4802 PMTs. The mean value of the muon peak (IVEM) is at
channel 45.6 with an RMS of 6.8 showing good uniformity of the
detector response. The typical day/night variations are of the order
of two ADC channels. This is mainly due to the sensitivity of the
PMTs to temperature. The muon calibration is made online every
minute, allowing the correction for temperature effects.

The ratio area/peak (A/P), i.e., the ratio between the integrated
charge and maximum of the atmospheric muon signals recorded
with the calibration trigger, is also a monitored quantity directly
available from the local station software. It is related to the water
transparency and the reflectivity of Cherenkov light on the inner
liner of the SD station. These properties control the absorption
length of the light and thus the signal decay constant. Figure 21
shows the decay of the A/P ratio of a typical station in the first
seven years following deployment, coupled to a seasonal modula-
tion. After 10 years of deployment, the A/P tends to be stable. This
behavior is described in detail in Ref. [45].

The two contributions of the T2 shower triggers (see Section
3.5) are also monitored. While the T2-TH mode has a mean value
of 22 Hz with a low dispersion of less than 2%, the T2-ToT mode
contributes only 1 Hz but with a much larger spread. Indeed, the
ToT mode is directly related to the A/P, since it is by construction
sensitive to the signal shape and thus to the characteristics of the
detector. Therefore the T2-ToT rate also decreases with time. It has
been observed that, even if the rates of the different stations show
a large initial spread across the array, most of them stabilize after a
few years to about 1 Hz. Temperature variations also slightly affect
the ToT trigger. Fortunately, these variations do not affect the
uniformity and the stability of the data, since the event rate above
the threshold energy of the experiment has not been affected, as
will be shown in Section 12.

The monitoring tool also includes performance metrics to
control the overall performance of the surface detector array.
One of the metrics is the number of stations sending a signal

divided by the number of deployed tanks as a function of time,
indicating the efficiency of data collection with the SD array, which
is typically better than 98%.

7.4. Fluorescence detector

The data acquisition for the FD telescopes is organized by site to
insure against disruption of data collection due to possible com-
munication losses between the CDAS and the remote detectors.
The data transport for FD monitoring is organized via a database
internal replication mechanism. This mechanism recognizes com-
munication problems and recovers submitted database changes
when the connection is reestablished. This guarantees complete-
ness of the dataset on the central server, even if the information
is not immediately available online during network failures.
Figure 22 shows a schematic layout of the databases.

The information collected for the supervision of the FD opera-
tion is organized into five sections. The calibration section contains
the information from the different levels of calibration as described
in Section 4.4.3, with an example representation given in Fig. 23.
The background data section contains the information obtained
from each 30 s readout of the full camera, which is valuable as an
unbiased observation of background. The section on DAQ and
trigger shows the frequency of fired triggers that indicates the
status of the telescopes at an advanced stage. Information from the
slow control system such as rain, wind, and outside and inside
temperatures is displayed in the fourth section. The lidars [53]
monitor the atmosphere close to the telescopes. Their information
helps judging the atmospheric conditions at the site, which is vital
for the operation of the telescopes.

The data collected in the database can be used to derive higher
level quantities such as the on-time of the FD telescopes. This
quantity is of major importance since it is a necessary ingredient of
flux measurements. The dead time of each telescope is also
recorded in the database. Together with the run information and
other corrections retrieved from the database, the total on-time for
each telescope can be determined individually. The on-time is
calculated only for time intervals of 10 min, balancing the statis-
tical precision of the calculated on-time due to statistics with the
information frequency. A program to execute the calculation runs
on the database server and is used to fill the appropriate tables in
the database continuously. The web interface displays the stored
quantities. The on-time is available in near real time for the shifter
as a diagnostic and figure of merit.

7.5. Communications

All aspects of the Auger data communications system control,
operations, and performance housekeeping information are coordi-
nated and reported via a central data concentrator node called
NetMon, which also serves as the relay for all data transferred
between the detectors and the array control center. NetMon enables

Fig. 20. VEM measured for 4802 PMTs.
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Fig. 21. A/P as a function of time for station 116. The dots are the average of the A/P
value over one day.

Fig. 22. Organization of the monitoring system databases: The single databases at
each FD site are replicated to the database server at the central campus, while other
sources like SD fill directly into the database.

The Pierre Auger Collaboration / Nuclear Instruments and Methods in Physics Research A 798 (2015) 172–213188

A. Aab et al. (Pierre Auger Collaboration), NIM A 798, 172 (2015)

R. Sato for the Pierre Auger Collaboration, arxiv:1107.4806

Water-Cherenkov Detector aging effect

NIM A 798, 172 (2015)

• Ageing factors?
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MARTA hodoscope at GN

Top RPC
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Navarra
WCD

The RPC hodoscope experiment in an Auger test-WCD
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MARTA hodoscope at GN

WCD

RPC

RPC

muon track

PMT

•RPC provides the position of the 
pad hit by the muon: trajectory 
reconstruction

•WCD traces: current, charge and 
AoP = charge/current
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Figura 6: PMT1 (red), 2 (green) and 3 (blue) traces and parameters, shown for one event (setup1,
run37).
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• Resistive Plate Chambers (RPC): position-sensitive detectors
• Trigger on atmospheric muons and study the WCD response for selected trajectories
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Results on the WCD:  VEM calibration

23

Figure 7: The ratio Q

peak

VEM

/Q, averaged over the PMTs, as a function of the impact point
distance to the tank center. Each data point corresponds to a set of muon trajectories.
The conversion factor was obtained from an extrapolation to the tank center.
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Table 5: Conversion factors derived from the Gianni Navarra tank in this work.
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Table 5: Conversion factors derived from the Gianni Navarra tank in this work.

Conversion factor PMT average PMT sum
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1.00 ± 0.02 1.09 ± 0.01
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peak
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No!

Compatible with the 
initial measurements

• Shower size in Auger in VEM units - the reference is light output from vertical 
centered through-going muons

• But: measured at the beginning of Auger operation - what is continuously 
monitored is the light yield from omnidirectional muons

• After > 10 years - is there ageing in the ratio omnidirectional/vertical ?

extrapolation to 
the tank center
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Results on the WCD: vertical muons (𝜽<10º)

• Are the simulations accurately describing the VEM 
signal from vertical muons ? Yes!
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Figure 11: The fitted peak to the VEM charge distribution, obtained from the PMT
average and from the PMT sum, is shown as a function of the impact point distance to
the tank center: data (in black) is compared to the Offline simulation results (in colour).

17

• Setup allows for individual 
muon trajectory features to 
be probed:

• track length
• distance to tank center
• distance to PMT

• Simulation and data agree 
at the percent level

μ
𝜽

)
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Results on the WCD: muons at 20º<𝜽<50º

•Are the simulations accurately describing the VEM 
signal from muons with intermediate zenith 
angles ?

Yes!
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Figure 14: Distributions of the reconstructed track length (above), zenith angle (below
left) and azimuth angle (below right). The simulation was normalized to the number of
events in the data.

In setups 1 and 2, the trigger was defined by PMT coincidences with a threshold of
0.2 VEM. The baseline was determined on a event-by-event basis by filling an histogram
with the trace ADC content and fitting a gaussian function in a limited range around the
maximum histogram bin. The signal peak fell in the trace time-bin 242 and the current
was determined by subtracting the baseline from the signal peak, while the charge was
determined by integrating the trace from time-bin 230 to time-bin 260 (and subtracting 30
times the baseline value). This procedure is illustrated in Fig. 15.

In setup 3, the baseline was determined by using the same procedure described above.
In this setup the trigger was sent to the tank from RPC coincidences and the time-bin
where the trace reached its maximum value was observed to vary from event to event.
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Figure 6: Peak of the charge distribution as a function of the muon tracklength in the WCD water, for the
total PMT signal (top left) and for individual PMTs in campaign 3. Data were rescaled to the simulation
value for L 2 [1.25,1.3] m. The ratio between simulation and data is also shown at the bottom.

[10] Pierre Auger Collaboration, X. Bertou et al., Calibration of the surface array of the Pierre Auger
Observatory, Nucl. Instrum. Meth. A 568 (2006) 839–846.
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• Atmospheric muons zenith-angle distribution 
well described - RPC hodoscope OK

• VEM signal dependence on muon tracklength 
well described - WCD simulations OK
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Results on the WCD: inclined muons (60º<𝜽<70º)

4.4. New Acquisition 79

simulation. From a complementary point of view, it comes naturally the need to
increase the studies to inclined muons. But there are more motivations for the
importance of studying the response of the WCD to inclined muons.

As discussed in the end of Chapter 2, in Section 2.7.8, an excess of muons
was found in data, in relation to the simulations, for analysis of hybrid events
of Auger with zenith angles larger than 60°. The analysis, however, had large
uncertainties associated, namely systematic uncertainties arriving from the un-
certainty of the response of the tank to inclined muons. This uncertainty was
based on studies about the response of the WCD to inclined angles, with discrep-
ancies between data and simulation up to 10% [95].

A problem which is also more frequent at these angles is direct light effects,
as was explained and calculated in Section 3.1.2.3. The light reaches the PMT is
not well diffused, which will produce higher signals on the PMTs.

A new acquisition to muons with zenith angles higher than 60° is then needed
to study how well the simulation reproduces the response of the WCD, and to
analyse the consequential uncertainties, to reduce the systematic uncertainties in
measurements of muon content at these angles. As explained, the muon content
at angles higher than 60° assumes a greater importance due to the electromagnetic
absorption in the atmosphere. This implies that measurements at the surface of
showers with this inclination detect mostly to muons, allowing for a more precise
study of this component of the showers.

To reach such angles with the RPC hodoscope, the bottom RPC was shifted to
the side of the tank and inclined. This new setup was implemented in the Offline
Software Framework and a schematic drawing, obtained by the viewer of Offline,
is shown in Figure 4.8. In the following sections, the geometry of the new setup
will be described and an explanation of how one can estimate the acquisition time
is provided. It is also addressed why these two points are important for the anal-
ysis that will follow.

FIGURE 4.8: Three-dimensional representation of the experimental
setup configuration for the inclined muons analysis.

More challenging...
• Both RPCs unshielded: high background rate
• Inclined muons: low trigger rate
• Clipping muons: high sensitivity to the trajectory

• Inclined: going back to where it all began...

P. Ferreira’s Master Thesis, University of Minho, 2017

Signal evolution with track 
length OK but normalization 

still to be understood

134 Chapter 6. Analysis of inclined atmospheric muons
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FIGURE 6.26: Comparison between data and simulation of the charge
peak’s variation with the reconstructed length of the path inside the WCD
for PMT 2 (up) and 3 (down), with the data normalized to the first point

of the simulation.

6.3.4 WCD Response to Direct Cherenkov Effects

The relation between charge and AoP can be used to characterize the discrep-
ancies between data and simulation, as it was done in Section 6.1.5 to characterize
direct light effects.

Figure 6.27 compares the data and simulation’s values of the charge vs AoP
relation for PMT 1. The simulation’s values for PMT 1 confirm the analysis per-
formed in Section 6.1.5, and allows to conclude that the tail of high charges and
low AoP values belongs to direct effects, as demonstrated by the simulation.

From the analysis of these distributions, a last study that can be made to the
response of the WCD is its response to direct light effects.

From the normalized AoP distributions for data and simulation of PMTs 1, 2
and 3, displayed before in Figure 6.15, it becomes clear that direct effects have a
low AoP.
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Conclusions and outlook

•Precision measurements on a WCD - the Auger surface 
detector unit - are complement efforts to tackle the 
muon excess problem

•All measurements indicate that we do understand its 
details - the simulation accurately describes all features 
in data

•We have a mounted setup that, though very remotely 
operated, can provide useful measurements for multi-
purpose analyses
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Thank you for the attention!

1st Joint workshop IGFAE/LIP, Braga, May 4th 2018


