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Cosmic Ray	Spectrum

• 16	particles above
log(E/eV)=18.6	arrive
at Earth each second

• The Pierre	Auger
Observatory collects
around 3000	/	year.

Detection of Primaries
Satellites,	Balloons

Detection of Secondaries
(Shower)
Ground Arrays

14	TeV 100	TeV 2



This is a	real	picture

of a		fireball.	An Extensive Air Shower would look	
like that if we could see UV)

By	Johnson	Lake	in	Banff	National	Park,	Canada
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Composition
(Depth of EM	cascade)

High Metalicity of UHECR	(high
abundance of A>2	elements)	
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Figure 4: Comparison of hXmaxi (left) and s(Xmax) (right) to predictions from simulations of proton- and
iron-induced air showers.

In addition to the average of Xmax, also its standard deviation, s(Xmax), can be determined113

from the data of the FD and the results are shown in the right panel of Fig. 4. A large value of114

s(Xmax) can originate from either a light composition or a mixed composition, where in the latter115

case the difference in hXmaxi of different nuclei adds to the overall width of the Xmax distribution.116

The data at low energies is compatible with both of these possibilities. At high energies, s(Xmax)117

decreases indicating a rather pure and heavy composition. It was shown at this conference [16] that118

using the approach of [26] one can find compositions that result in values of hXmaxi and s(Xmax)119

that are compatible with the data from Auger if hadronic interactions in air shower are similar to120

the ones predicted by EPOSLHC or SIBYLL2.3. However, for simulations with QGSJETII-04, the121

derived average mass is too light to produce shower fluctuations as narrow as the measured ones122

and this model is at odds with our data.123

An interpretation of the full Xmax distribution in each energy bin is achieved by fitting a super-124

position of Xmax-templates obtained from simulations of p-, He-, N- and Fe-induced air showers125

to the data. At this conference we presented an update of our previous study [27] with increased126

statistics at high energies and for the first time also for data below 1017.8 eV. The resulting mass127

fractions are shown in Fig.5. At high energies they are compatible with our earlier finding that128

the composition is dominated by a single elemental group starting from protons below the ankle129

and going through helium to nitrogen as the energy increases. Depending on the hadronic inter-130

action model, a small proton fraction may persist up to ultra-high energies and there might be an131

iron contribution emerging above 1019.4 eV. The aforementioned difficulty of describing hXmaxi and132

s(Xmax) with QGSJETII-04 is also visible in the lower panel of Fig.5, where the probability of the133

fits is shown. The fit probabilities obtained with QGSJETII-04 are consistently low at around 0.01134

above 1017.8 eV. Therefore, the mass fractions obtained with QGSJETII-04 should be interpreted135

with care.136

At the lowest energies, we find hints for a contribution from iron primaries that disappears137

rapidly with increasing energy. The proton fraction between 1017.2 and 1017.7 eV is found to be ap-138

proximately constant at a value of 38%, 28% and 25% for EPOSLHC, SIBYLL2.3 and QGSJETII-139

04 respectively. These estimates of the proton fraction are based on 7498 events and have a sta-140

tistical and systematic uncertainty of 2% and  9% respectively. For comparison, a recent attempt141
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Global	fit:

A=[5,22]A=1
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We must	use	air shower simulations performed
with High Energy Hadronic Models
extrapolated beyond the LHC	to	interpret our
data.

p p

p

p

Fe

Fe

Fe

Fe

Models spread

Models spread	
extrapolations has been
reduced after LHC	
measumrements.	There are	
still differences among
models.

Extrapolations venture	out	
orders of magnitude	out	of
the confort zone.
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Air	shower	
reaches	
ground

Electrons
Photons
Muons
Neutrons
protons

L.	Cazon	 7



Models show	contradictions in	the
interpretation of Xmax

Xmax distributions are	not well predicted by some	models.	
Leading to	unphysical results.	(QGSJetII-04) 8



Air	Showers:	the
engine

Muons are	the smoking	gun of	the
hadronic shower which is the real	
backbone of	the whole shower.

л0 decays are	smoking	canyons

Muonic	component

Hadronic	shower

(mainly	pions)

Electromagnetic	shower	
(electrons	and	photons)

Primary:	
Hadron

Primary:
Photon

99

The	bulk	of	radiated	and	
visible	energy	comes	from	
the	EM	cascade
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Hadronic reactionµ ±p
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EM/Hadronic Energy	balance

After	only	2	generations,	most	
of	the	energy	has	been	
transferred	to	the	EM	cascade.

EM	and	hadronic cascade	
decouple.

EM	cascade		is	mostly	sensitive	
to	high-E	hadr,	int.
Hadronic cascade	is	sensitive	to	
high	and	low	E	hadr.	int.
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Fluorescence
Light

Secondary
Particles

Hybrid detector

Surface Detector (SD)
1600	water Cherenkov tanks
Area of 3000	km2

Fluorescence Detector (FD)	
4	building	with	6	
telescopes	each
Telescope f.o.v.	30	x	30	deg

14



Average	EM	profile

15
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FIG. 4. Average profiles for energies between 1018 and 1018.2 eV (left)

and between 1018.8 and 1019.2 eV (right). Data is shown in black,

proton and iron reconstruction in blue and red respectively. Gaisser-

Hillas fit to the data profile is superimposed. The residuals of the fit

to the data profile are shown in the bottom.

di↵erences found when separating data by the seasons of229

the year and uncertainties of the overall aerosol content230

as well as its height dependence. Among these, the un-231

certainty in the estimation of the aerosol content was232

found to be largest, yielding approximately a ±0.02 and233

±5 g/cm2 uncertainty in R and L respectively.234

The uncertainties in the determination of the fraction235

of measured light that corresponds to fluorescence, direct236

or scattered (Mie or Rayleigh) Cherenkov light and multi-237

ple scattering were also considered. This includes chang-238

ing the fluorescence and Cherenkov yield value within its239

experimental uncertainty in the reconstruction, account-240

ing or not for the multiple scattering corrections, and241

separating data according to the fluorescence fraction on242

the event. Among these, the largest e↵ect found was243

that showers with a fluorescence fraction lower than the244

average (around 90%) are approximately 2 g/cm2 larger245

in width, L. The fit of the longitudinal profile of indi-246

vidual events is constrained in , which is the integral247

of the normalized longitudinal profile, by a energy de-248

pendent value taken from shower simulations. Further-249

more, the Gaisser-Hillas parameters are constrained by250

X0 = �121 ± 172 g/cm2 and � = 61 ± 13 g/cm2, values251

found previously in an ensemble of events for which the252

unconstrained fit was possible [9]. The uncertainty in253

the estimation of the profile constraints was propagated254

in the reconstruction by shifting the central values by255

their standard deviation.256

The e↵ect of the uncertainty in telescope alignment257

was also tested by studying the telescope-to-telescope258

di↵erences of the reconstructed shape. The shower ge-259

ometry is calculated in two steps. First, the two parame-260

ters, ✓ and �, defining the SDP are estimated. Then, the261

shower axis (defined by Rp and �0) and time reference T0262

are obtained. All these five parameters are varied within263

±1� to obtain the systematic uncertainty associated with264

the reconstructed shower geometry. The dependence of265

L and R on the zenith angle or distance from Xmax to the266

telescope was also studied, but was found to be contained267

in the current geometry systematic uncertainty. The un-268

certainty of the energy scale of 14% [10] and the pre-269

viously described proton-iron discrepancy from the bias270

correction are also considered, but small in comparison.271

These contributions are summarized in table I.272

R L [g/cm2]

Atmosphere 0.031 5.5

Light components & fit 0.018 3.3

Geometry 0.018 2.2

Detector 0.012 1.8

Bias corr. & Energy scale 0.010 1.0

Total 0.041 7.4

Statistical 0.013 0.9

273

TABLE I. Breakdown of systematic uncertainties for R and274

L. Uncertainties are energy dependent and asymmetric, so275

only the largest value is reported.276
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FIG. 6. L vs R for the energy bin 1018 to 1018.2 eV (left) and from 1018.8 to 1019.2 eV (right). The inner dark grey ellipse shows the fitted value

for data and its statistical error, and the outer light grey area the systematic uncertainty. For each hadronic model all combinations of proton,

helium, nitrogen and iron were simulated and are represented by its respective colored area. Pure proton is, for each model, on the upper left side

and the transition to iron goes gradually to the lower right one.

combination provides a smaller phase space within which316

to constrain the predictions of the hadronic interaction317

models. In Figure 6 (left), for a low energy bin, it can318

seen the average value in data is in the area occupied319

by most models for a light composition, while at 1019 eV320

(figure 6 (right)) it is within the predictions for inter-321

mediate primaries. It is also interesting to see that the322

SIBYLL2.3 model occupies a completely di↵erent area323

than the other two post-LHC models, so a very high pre-324

cision measurement of the longitudinal profile shape can325

provide a strong test on hadronic models. Within current326

experimental resolution, however, data is fully compat-327

ible with most composition scenarios on 2� level for all328

models.329

CONCLUSIONS330

In this work, the average shape of the longitudinal pro-331

file of the air showers at the Pierre Auger Observatory332

was measured. The method was first validated in a full333

detector simulation of proton and iron primaries, which334

showed that reconstructed and simulated profiles are in335

very good agreement for all energies above 1017.8 eV. The336

average longitudinal profiles of high energy cosmic rays337

have been presented for the first time. They are well de-338

scribed by a Gaisser-Hillas function throughout the entire339

fitting range chosen. The systematic uncertainties con-340

tributing to the measurement were estimated, and it was341

concluded that the atmospheric description is the main342

factor a↵ecting the shape of the reconstructed longitu-343

dinal profile. The two shape parameters - R and L -344

measured in this work were compared with model pre-345

dictions, being fully compatible with them.346
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FIG. 5. L (left) and R (right) as a function of energy. The data is shown in black, with the vertical line representing the statistical error and the

brackets the systematic uncertainty. Hadronic interaction models simulated with CORSIKA are shown each with its color (see legend), with full

lines being proton predictions and dashed lines iron ones.

R L [g/cm2]

Energy [eV ] hlog10[E/eV ]i N hvaluei stat. syst. hvaluei stat. syst.

1017.8 - 1018.0 17.90 7829 0.260 0.007 +0.039
�0.040 226.2 0.4 +5.9

�4.9

1018.0 - 1018.2 18.09 5648 0.244 0.008 +0.037
�0.039 227.6 0.4 +5.8

�4.5

1018.2 - 1018.5 18.33 4780 0.252 0.008 +0.035
�0.037 229.1 0.5 +5.8

�4.3

1018.5 - 1018.8 18.63 1907 0.267 0.009 +0.034
�0.035 231.4 0.7 +6.4

�4.1

1018.8 - 1019.2 18.97 1026 0.264 0.011 +0.033
�0.035 233.3 0.8 +7.1

�4.0

> 1019.2 19.38 342 0.264 0.013 +0.033
�0.035 238.3 0.9 +7.4

�4.0

TABLE II. R and L values fitted per energy bin, along with the statistical and systematic uncertainty

RESULTS277

The fit of data profiles to the Gaisser-Hillas function278

is shown in figure 4. The fitted function follows data279

points through the whole depth range used in this work,280

[�300,+200] g/cm2, with residuals smaller than the sta-281

tistical uncertainty. The resolution in the energy deposit282

in the fitting range is within 1% for all energies, and the283

reduced �2 to a Gaisser-Hillas fit is below 1 for all en-284

ergies. So, this is the first experimental demonstration285

that, to this accuracy, profiles resultant from UHECR286

above 1017.8 eV are well described by the Gaisser-Hillas287

function.288

The values of R and L obtained by this fit for the six289

energy intervals studied are shown in Table II, along with290

their energy dependent statistical and estimated system-291

atic uncertainty. The average energy in each bin and the292

number of events are also shown for reference.293

The existent hadronic models give di↵erent predictions294

for the shape variables. CORSIKA [11] was used to sim-295

ulate proton, helium, nitrogen and iron showers with the296

EPOS-LHC [12], QGSJetII-04 [13] and SIBYLL2.3 [14]297

models. The evolution of L and R with energy, along298

with their respective systematic and statistical uncer-299

tainties, is shown in figure 5. Both the width, L, and300

asymmetry, R, in data agree well with the predicted val-301

ues for all models. For the asymmetry, models are simi-302

lar between each other and the results seem to point to303

the composition becoming heavier with energy in all of304

them, although current systematic uncertainties still im-305

pede any composition claim. For L, data is consistent306

with a linear increase with log10(E/eV). It is also com-307

patible with a light composition for all models, but above308

iron predictions for all models except SIBYLL2.3.309

To understand the interplay of the two measured vari-310

ables better, it is interesting to see the results in the311

(R,L) plane for a fixed energy (Figure 6). In these plots312

it is possible represent all composition scenarios (as a313

combination of proton, He, N and Fe) for a given en-314

ergy. Since R and L are experimentally correlated, this315

F.Diogo,	S.	
Andringa,	R.	
Conceição



Muon production depth
Muon Production	Depth	profile	can	be	estimated	from	the	muon arrival	times	distributions

Two	assumptions:
♦Muons are	produced	in	the	shower	axis
♦Muons travel	following	straight	lines

Map	from	t	to	z	muon by	muon
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Muon	Production	Depth	vs.	energy

➤ QGSJetII-04:	data	bracketed	by	predictions
➤ EPOS-LHC:	predictions	above	data

data	set:	01/2004	– 12/2012

E	>	1e19.3	eV

zenith	angles	[55°,65°]	

Core	distances	[1700	m,	4000	m]
(more	muons/event)

481	events	after	quality	cuts

syst:	17	g/cm2
Event	by	event	resolution:
100	(80)	g/cm2	at	1e19.3	eV for	p	(Fe)
50	g/cm2	at	1e20	eV
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Compatibility	between	Xmax and	
Xμmax

➤ QGSJetII-04:	compatible	values	within	1.5	σ
➤ EPOS-LHC:	incompatibility	at	a	level	of	at	least	6	σ
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Rmu in	horizontal	showers

19



20



Independent confirmation with
vertical	hybrids
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Results

• No	energy	rescaling	is	needed

•The	observed	muon signal	is	a	factor	
1.3	to	1.6	larger	than	predicted	by	
models

• Smallest	discrepancy	for	EPOS-LHC	
with	mixed	composition,	at	the	level	of	
1.9	σ
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Conclusions so far
• QGSJetII.04	Xmax distributions produce unphysical mass

results
• Number of muons higher than expected

– 80%	higher than QGSJetII.04
– 30%	higher than EPOS-LHC
– Data	does	not favour a	change in	the energy scale that would

reduce the significance of the number of muons.
– Existence of new phenomena?
– Just fine	tunning?

• Muon production depth is too	shallow for	EPOS-LHC

• NO	SATISFACTORY	MODEL

23
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Possible He contamination is the
main source of systematic
uncertainty.	25%	He maximum contamination
assumed for	sys.	uncertainties

Results

See more	details in	PRL	2012	and ICRC2011

L.	Cazon	
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The	shower-to-shower	fluctuations	of	
the	muon	content	

26
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Figure 1: Distribution of the total number of muons produced in simulated
EAS initiated by di↵erent primaries. The results for a proton primary, where
the multiparticle production of the first interaction is fixed, is shown by the
dashed line.

di↵erent primaries at 67� zenith angle are shown. Nµ is defined
as the number of muons with E > 1 GeV arriving at ground.
If one considers lower zenith angles the truncation of the muon
production distribution and the muon propagation [6] change
the resulting distributions, although their main characteristics
remain the same [7].

At 1019 eV, EAS contain typically 107 muons with E >
1 GeV. In Fig. 1 one sees that the distribution di↵ers substan-
tially between di↵erent primaries. The relative fluctuations
�[Nµ]/

D
Nµ
E

for proton primaries are ⇠ 0.15. In general this
value is much larger than 1/

p
hNµi = 10�4, which is what

one would obtain if the muons in EAS were produced inde-
pendently. Instead, the relative fluctuations indicate that the
number of independent participants is 1/0.152 ⇠ 44, a value of
the same order as the number of particles typically produced in
a single hadronic interaction. This suggests that the fluctuations
could be dominated by phenomena in the first interaction. This
idea has been tested through a modified EAS simulation where
the first interaction has been fixed: showers were simulated by
reinjecting all secondaries from this particular interaction. The
result is also shown in Fig. 1, where it can be seen that the rel-
ative width is reduced to 0.05.

A simple yet e↵ective picture to understand this in terms of
the shower dynamics is provided by Heitler-Matthews (HM)
type models [8]. In such models air showers are described as
codeveloping EM and hadronic cascades, where all hadronic
interactions yield a constant multiplicity. The produced parti-
cles are separated into two groups, those that decay into EM
particles (⇡0), feeding the EM cascade, and those that remain
in the hadronic cascade (⇡±), accounting for the hadronic mul-
tiplicity. In each interaction, energy is equally shared by all
produced particles. The variable describing the development of
the shower is the generation number i, which counts the number
of interactions a particle has undergone. Particles arising from
the first interaction are generation i = 1. Due to the equiparti-
tion of energy and to the transfer to the EM cascade, the energy
in the hadronic cascade rapidly decreases. When it falls below
a critical energy Ec the cascade is terminated and the hadronic
particles decay into muons. The average number of muons in

the shower can be written as a function of the total (mtot) and
hadronic (m) multiplicity:

hNµ(E)i = mg = C E� . (1)

Here g is the critical generation number, E is the energy of
the primary particle, C = E��c is a normalization constant, and
� = ln m/ ln mtot. We have set � to 0.93, taken from simulations
with up-to-date, post-LHC interaction models [7].

In order to understand the shower-to-shower fluctuations of
Nµ, one must consider that the multiplicity varies from interac-
tion to interaction. The average hadronic multiplicity in gener-
ation i can be calculated as mi ⌘ Ni/Ni�1, where Ni (Ni�1)
is the number of interacting hadrons in generation i (i � 1).
The number of muons in the shower is then Nµ =

Qg
i=1 mi.

Note that, while the critical generation g is well defined for the
HM model, allowing fluctuations of the hadronic multiplicity
changes the overall energy budget of each sub-shower, leading
to the fluctuation of the generation where the energy threshold
Ec is reached. Therefore, g must now be understood as an aver-
age parameter for the whole shower.

Assuming the hadronic multiplicities of all interactions arise
from a common probability distribution with mean m and dis-
persion �(m), the fluctuations of mi are given by

�(mi) =
�(m)p

Ni�1
. (2)

We thus find that the fluctuations of the average multiplicity
in generation i are suppressed by the number of interactions
resulting from the previous generation Ni�1. As the number
of particles/interactions grows exponentially with the number
of generations, the contributions to the fluctuations from later
shower stages become increasingly smaller. This behaviour is
typical for cascade processes with fixed multiplicity, as they
occur in photomultiplier tubes [9, 10].

In addition, for realistic multiplicity distributions, �(m) de-
creases with energy [11]. As the interaction energy decreases
from one generation to the next, fluctuations from later stages
are further suppressed. We conclude that the overall fluctua-
tions in the number of muons are dominated by the fluctuations
in the first interaction, and that the contributions from further
generations are exponentially suppressed.

So far, fluctuations of the shower were explained by fluctu-
ations of the particle multiplicity. Nevertheless, an additional
source of fluctuations comes from the fact that in each interac-
tion, energy is shared among the emerging particle in a uneven
and stochastic way. Taking into account only those fluctuations
arising from the first interaction, one can write the total num-
ber of muons as the sum of the average number of muons that
are produced in the m1 subshowers that come out of the first
interaction, i.e.

Nµ,1(E) =
m1X

j=1

hNµ(E j)i =
m1X

j=1

C E�j , (3)

where the subscript 1 in Nµ,1 denotes that only the fluctuations
in the first interaction have been accounted for, and E j denotes

2

L.	Cazon,	R.	Conceição,	F.	Riehn,to be	published

Fluctuations	are	of	the	
order	of	14%.

This	is	compatible	with	
~50	independent	
participants.

(showrs contain	1E7	
muons)



p-p-Air

27

The	shower-to-shower	distribution	of	
muon	content	reflects	the	
distribution	of	hadronic	energy	
fraction	of	the	first	interaction.

Figure 2: Distribution of the modified hadronic energy fraction of the first in-
teraction, ↵1, and the number of muons, Nµ for CONEX (heat-map) and COR-
SIKA (red points) simulations.

the energy carried by the jth particle. We have used the fact that
nucleon and pion initiated showers produce similar number of
muons, as shown in Fig. 1. We define x j = E j/E as the fraction
of the primary energy carried by particle j. Each sub-shower is
thus weighted by x�j in the final number of muons. Defining

↵1 ⌘
m1X

j=1

x�j , (4)

we find that the number of muons in a shower is related to the
average number of muons Nµ,1(E) = ↵1 hNµ(E)i . For � = 1,
the variable ↵1 represents the fraction of energy that is passed
on to the hadronic cascade. Its distribution is given by the
hadronic energy spectrum [12]. In the opposite case (� = 0),
↵1 becomes m1, so � shifts the weight between energy and mul-
tiplicity. In contrast to the HM model, both the multiplicity and
energy fluctuations are included.

We can also introduce the fluctuations induced by the sec-
ond generation, writing Nµ,2(E) =

Pm1
j=1
Pm2 j

k=1 C E�jk where
E jk = x jx jkE is the energy carried by second generation par-
ticles, where j and k run through the di↵erent combinations
of 1st and 2nd generation particles respectively. This proce-
dure can be generalized to account for any number of gener-
ations. Given ↵1 we can define ↵i recursively for any gener-
ation as ↵i ⌘ Nµ,i/Nµ,i�1 and translate the sum of sums into
a product. Including fluctuations up to generation g the num-
ber of muons is given by Nµ = hNµ(E)i Qg

i=1 ↵i. As before,
the number of particles in the hadronic cascade increases with
generation so the fluctuations in ↵i decrease. By grouping fluc-
tuations of all the generations but the first in a single parameter
! = hNµ(E)i Qg

i=2 ↵i, the total number of muons can finally be
written as

Nµ = ↵1 · ! . (5)

3. EAS Monte Carlo test

In order to verify our hypothesis, we have run 103 full 3D-
simulations of proton showers with CORSIKA [13] at 1019 eV

Figure 3: Average w-distribution (w = ln!), showing the shower fluctua-
tions except the ones arising from the first interaction (top,dashed lines), and
a-distribution (a = ln(↵1 + �)) of the first interaction (bottom), for di↵erent in-
teraction models. The Gaussian approach for the w-distribution of EPOS-LHC
is also shown in a continuous line in the top panel.

and 67�. We have also run 105 1D-simulations of air show-
ers with CONEX(v5.40) [14, 15] for di↵erent primaries, en-
ergies 1016,1017 ,1018 and 1019 eV and an inclination of 38�
and 67� [16]. High-energy interactions were simulated with
the post-LHC models Epos-lhc [17], QGSJetII-04 [18] and
Sibyll 2.3c [19, 20], low-energies with FLUKA v2011.2c [21].
The information about the first interactions was recorded [22].
Hadronic particles, i.e. particles that form the hadronic cascade
and that determine ↵1, were defined as all hadrons other than ⇡0

and ⌘. Nµ corresponds to the number of muons at ground.
In Fig. 2, the Nµ and ↵1 joint distribution, f↵1,Nµ (↵1,Nµ) de-

rived with CONEX is shown with events from CORSIKA su-
perimposed. The correlation coe�cient is approximately 0.8 1.
For comparison, the correlation with the fraction of hadronic
energy and with the multiplicity of the first interaction is about
0.6 and 0.2 respectively [23]. Looking at the joint distribution
shown in Fig. 2 one can see that the bulk of events follows a
linear relation of the form:

Nµ = (↵1 + �) · ! . (6)

Compared to Eq. (5), Eq. (6) contains an additional term �. In
rare cases the first interaction may produce very high energy
neutral pion (↵1 ! 0) that transfers most of the energy into
the EM cascade. Thus, � accounts for photo-pion production in
the EM cascade, which was not accounted for in the previous
section. Its value was found to be roughly 0.16 across di↵er-
ent models [7]. In Fig. 1, the number of muons produced in a
photon-initiated shower is shown. The vertical structure seen
around ↵1 = 1 in Fig. 2 corresponds to di↵ractive events, where

1⇢X,Y = cov(X,Y)/(�X�Y )

3
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around ↵1 = 1 in Fig. 2 corresponds to di↵ractive events, where

1⇢X,Y = cov(X,Y)/(�X�Y )

3



nucleus-Air

28



Conclusions

• Hadronic	Physics	with	UHECR	has	been	traditionally	made	by	“brute	
force”	comparison	with	full	air	shower	simulations/High	Energy	
Hadronic	models.
– we	have	made	important	contributions.	Models	have	been	including	

improvements	after	Auger	results	(muon	number,	MPD)
• We	have	been	working	to	change	the	paradigm	

– in	shower	phenomenology	to	undestand how	information	of	first	
interaction	is	trasmited/degraded.

– e.g:	Possible	to	access	hadronic	energy	fraction	of	first	interaction
• we	are	exploring	the	physics	of	this	distribution

– low	alpha	tail
• An	auger	publication	on	real	data	is	being	prepared.

• Expertise	in	cosmic	ray	muon	->	applied	field ->	Muon	Tomography
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Method
• Continuous reparameterization of

cross	section in	MC

• Simulation of Xmax distribution
• different rescalings
• different models

L.	Cazon	

• Λη↔ σp-Air conversion
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Possible He contamination is the
main source of systematic
uncertainty.	25%	He maximum contamination
assumed for	sys.	uncertainties

Results

See more	details in	PRL	2012	and ICRC2011

L.	Cazon	
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