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TileCal's status for 2025 data
taking from DCS view

Tilecal Detector Control System

TileCal Operations Activities

We are a strong group with many leading contributions
in different TileCal activity areas

Leadership positions
» Full responsibility on the DCS system (F. Martins)
» Leading Data Preparation group (H. Santos)
» Phase Il Performance Studies (R. Pedro)
» Run Coordinator (M. Kholodenko, Nov 24-April 25)

Leading contribution to

» Cs calibration (production & analysis of calibrations)
» Laser calibration (production & analysis of calibrations) | o ™

oN

» Ageing studies: arXiv 2412.16944 i
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https://arxiv.org/pdf/2412.15944

Data Preparation and Performance

Calibrations Databases Performance Data Quality
u ] ] ] u
I I I e ' a I 0 e rat I 0 n S Act I v I t I e S Cesium, Minimum COOL and CONDBR2 to Electromagnetic scale Daily monitoring of the full
Bias, Laser, and manage calibration uniformity and calorimeter to identify and
Charge Injection constants, conditions data, validation; address issues affecting data

Systems and Data Quality flags Signal reconstruction; integrity immediately
E/p analysis

We are a strong group with many leading contributions

> Integrator Readout
(Cs & Particles)

in different TileCal activity areas s Calimete Photomliple _<:

L. Digital Readout
] (Laser & Particles)

Charge injection (CIS)

Leadership positions

» Full responsibility on the DCS system (F. Martins)

» Leading Data Preparation group (H. Santos) Integrated Delivered Luminosity [fb”]
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https://arxiv.org/pdf/2412.15944

‘ Forward Detectors & Computing

Forward Detectors

Distributed Computing

Glance

ALFA:
» DCS integrated with AFP DCS
system
AFP DCS:
» Co-coordination (L. Seabra)
» AFP DCS expert on-call shifts
» AFP DCS maintenance and
support during data
taking
» Software upgrades (drivers,
Almag, etc)
» Automatic TDAQ chain reset
in AFP DCS between fills

ES-Cloud coordination H. Wolters

« 4% of all ADC resources (5% in 20257?)
» Efficiency above 90%.

LIP's Tier-2 NCG-INGRID-PT running
stable fulfilling pledges

» 4% increase in comparison with 2023.
» Key grid middleware services upgraded
» New 100Gbps network connection
» New authentication & authorization
systems
ATLAS Computing Run Coordination and
Monitoring of Sites and Central

Services
» Focus on automatization of services and
monitoring

Conferences

ATLAS Speakers

Publications

ATLAS Publication
Tracking System

Members,
Authorship

{ATLAS Membership [

Product Management of the

development team (G. Pinhao)

» Constant functionality
improvements in all the
systems

» Software migration

Presentation at CHEP24 4




Operations:

Coordination roles:

L1 Jet Trigger Efficiency

‘ ATLAS Trigger Operations & Upgrade | H%HH |

» HLT Jet Signature group (Inés Ochoa, 2023-2024)
» HLT Calo group (Nuno Fernandes, 2024-present)
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Upgrade: HLTCalo GPU demonstrator

Only Phase Il project ready for deployment at Point 1!
Full responsibility of the LIP team

» Factor 6-10 improvement in execution time
- But 80% of the time spent in data conversion&transfer!

Marionette:

» New generic GPU-friendly Event Data Model implemented
Results presented at CHEP2024
Plans for 2025:

» Two publications in preparation

» Port data preparation and cluster calibration steps

» Deploy Marionette (cells, clusters classes) 5



‘ Upgrade of the TileCal High Voltage Distribution System

~100m long cables, 32 or 48 pairs
HV Remote System
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Production of prototypes of HVsupply, HVremote

and interface boards ongoing

‘ TileCal High Voltage Upgrade

HVbus boards pre-production started

. HV interface board HV supply board
Testing of
connectivity

ongoing

HV/ cables final prototypes

Development and production with PT branch of
General Cable

Pre-productions
of cables and
boards will start
in summer

Production Readiness Review

of HVbus board by mid-May Testbeam at CERN — integration of prototypes
(production later this year) and software



‘ High Precision Timing Detector

Electronics:
» HV patch panels/filters

» Front-end chip performance and Total Integrated Dose

Luminosity & DCS:
» Interlock: LIP responsibility
» DCS: HV power supply monitoring
» DCS: monitoring of CO2 temperature
Infrastructure:
» Production of HV cables and pigtails
» LV cables under discussion

Preparing Quality Control of delivered parts

Entering final reviews and prototypes
» Production next year

Producing prototypes for Demonstrator
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Higgs Boson Measurements

ttH associated production:

Most precise single channel

measurement
Phys. Lett. B 849 (2024) 138469
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WH associated production:

arXiv:2410.19611

Spin/CP properties of
the ttH interaction

Eur. Phys. J. C 85 (2025) 210
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Phys. Lett. B 860 (2025) 139177

Data ttalsta, uncertaity

i Powheg.Pymas

1] Pownog:Pyiia8 Ry = 3m,
I “.1

® 106 Powneg.Pymas
7466 PowhegsPymia8 5 - 1
+ 1ot Powbeg.Pytias A -2

s
VE=13TeV, 140>

~ i Powheg:Hewa? 105 Powbeg:Herwig?
1 MacGraphs aMCONLO Herwig? =t +66 Sherpa 22.10

s 9]

dojos| 471223 x01
fotgn| (360:18)x01
fiv1c] 64209

fie>2e[ 1282028

> 16[ 3462020
L e

67 05 0% 100 15 1%
Fiucal cross secton (o] N/ Data

Spin/CP properties of the WWH interaction

Best observables obtained

with ML-based inference

Our limits among the best for

ATLAS
15=13TeV, 140 fb"

VH, V- leptons, H-» bE cross-sections.
o Obseved =Totunc. ~— Stat unc
== Theory (SM) [l Theo. unc.

x By [fo]

V=W

=3
=

Vv
lep

o x B,

— Auces
— sauy
— Orcos6*

Pp—WH - tvbb
£=300b"
-- 68%CL — 95%CL
o Bestfit, 1D

CP-odd coupling ¢y

T T T

ATLAS _ Internal |
s =13TeV, 140 fo’

Signal Only

TJr
s 1

H

bd T
- - < XL

3 TI

Ratio to SM

)5“3*/ ’Sow%% ., hji”[ )sv,;e,v "800, 0, 0, ., 05, . 5%
G, 3%, B R 78, 3

g, 5, S, gy Oe, %,

Gy VG, 0“0% G, © e

o S ey
”Q’cep%ce,,%c‘eb

Goy,

WH, H->bb, A=1TeV
95%CL intervals:

2 e

-05 0

Parameter value

Starting Run 3 analysis

Studying Graph Neural Networks to further improve

Heavy lons Physics

B-tagging in Pb-Pb collisions

b-tagging performance in Pb-Pb collisions

Background rejection

Light-jets ratio

C-jets ratio

Centrality of the Pb-Pb collision
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New Physics

Searches

Vector DM
mediator
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Anomaly detection

Train an auto encoder to learn SM background and take the reconstruction
error as anomaly score

Input Data
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ttH measurements: cross sections, spin/CP, ttC
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‘ Breakthrough Prize

ATLAS Collaboration

2025 Breakthrough Prize in Fundamental Physics

For detailed measurements of Higgs boson properties
confirming the symmetry-breaking mechanism of mass
generation, the discovery of new strongly interacting
particles, the study of rare processes and matter-
antimatter asymmetry, and the exploration of nature at
the shortest distances and most extreme conditions at
CERN'’s Large Hadron Collider.




LIP Group
responsibility
positions

= A. Gomes, TileCal HV Upgrade responsible person.

= F. Martins, TileCal DCS coordinator.

= |. Ochoa, Jet Trigger Signature coordinator (until June 2024)

= |. Ochoa, Spokesperson Reviewer for charged Higgs boson search paper

= |. Ochoa, contact editor for PUB note on WH(bb) CP measurement

« H.
= H.
= H.
= H.

Santos, HGTD Interlock coordinator.

Santos, TileCal Data Preparation and Performance coordinator
Santos, member of the ATLAS Publications Committee
Santos, chair of the ATLAS Authorship Committee

= H.Santos, Spokesperson Reviewer for

= H.
« H.
« H.

'Jet radius dependence of dijet momentum balance and suppression in Pb+Pb collisions at 5.02 TeV with the ATLAS detector’
Wolters, coordinator of the Iberian Cloud.
Wolters, responsible for the Portuguese Federated Tier2 in the Iberian Cloud Squad.
Wolters, member of the ATLAS International Computing Board

= L. Coelho, analysis contact for the ttHH search paper.
= L. Seabra, AFP DCS co-coordinator, ALFA DCS responsible.

= M.

= N.
» N.
« R
« R
= R.
R
= R.
R
« R
« R
= R
R

Teixeira, analysis contact for the dilepton with AFP analysis

Santos, HLT Calo co-cordinator.

Castro, member of the ATLAS Physics Office and coordinator of the gitlab continuous integration team for the ATLAS publications.
Gongalo, HGTD Patch Panels coordinator

Goncalo, contact editor for the ttH(bb) CP paper

Gongalo, HGTD Speakers Committee

Gongalo, member of the CB Chair Advisory Board

Pedro, TileCal HL-LHC Software and Performance Co-coordinator (since June 2023)

Pedro, contact editor for the TileCal Run 2 Operation and Performance paper

Pedro, contact editor for the TileCal Run 2 Optics Radiation Hardness paper

Pedro, contact editor for the MonoTop Run 2 paper

Pedro, analysis contact for the jet+MET anomaly detection analysis 13
Pedro, ATLAS Contact in the DM t-channel white paper



‘ Remarks

Strong team with many young members Opportunities:
(PhD/Master students) = Exploit collaboration with industry and R&D
= Important contributions to all fields of infrastructure for Upgrade activities
activity Threats:
» Collaboration with other LIP groups and » Loosing outstanding students after Master due to
national research centres lack of funding or adequate PhD funding
» Connection to many Universities in programmes
Portugal and international groups » Delicate human power situation (technicians,
Weaknesses: postdocs)

» Reduced number of postdocs = Unstable funding

14
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Operations



Tile Calorimeter DCS

Main achievements during 2024
Maintenance of control system
Successfully migration of control system to Aima 9 and WinCC 3.19 (detector, laboratories and test beam systems)
Included an automatic recovery of tripped power supply after over-current event (with auto trimming over-current threshold)
Decreases work load on shifters and operators
Main tools for on-call shifters integrated in finite state machine
Included an expert User Interface for remote control of cooling station (test was delayed for next YETS)
Quick response in the replacement of power supply failures during night time leading to low downtime of the detector
User-friendly training for on-call shifters
Procedures have been consolidated over the years

DCS for High Lumi-LHC
Good understand of the control issues with HV-Supply (upgrade HV) and interface board
Allowed to run the test beam seasons with reliable system and learn from “acidents”
First prototype for OPC UA for HV crates
Included the initial control of an EEPROM to store calibration values and serial number for HV Remote boards
Manage to connect the TDK Lambda AC/DC power supplies to WinCC using a OPC UA
The OPC was later changed and now is being tested



Tile Calorimeter DCS

Activities for 2025 data taking:
- Maintenance of actual control system
- Adjustments of automatic actions or user interfaces when necessary
-+ Provide training for the DCS on-call shifters
- Take on-call shifts
- Replace hardware in counting room, due to failure or preventive replacement

DCS for High Lumi-LHC

- Development and/or test of the control software (OPC UA and WinCC OA
component), for:

- TDK Lambda AC/DC power supplies (1st prototype under use in laboratory)
- High Voltage (HV) Remote crate control (tests ongoing)
- Laser system used for calibration of TileCal (on-going and pending tests)

+  Continue the development of QA system for DC-DC low voltage power supplies

- Integration of the LV and HV control components into single WinCC OA system to
control the on- and off-detector electronics

- Aim to have prototype for July’s test beam

Tilecal Detector Control System

taking from DCS view

2025.04.1417:57:34
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| TileCal Laser and Caesium Calibration
M. Kholodenko, B. Pereira, R. Pedro

= (Caesium calibration
= Responsible by the acquisition scans and calibration
calculation

= Laser calibration
= PMT calibration and monitoring during 2024 data taking
= Laser calibration of 2022+23 TileCal luminosity
measurement
= Study of new PMT model for Phase Il upgrade
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A. Berti, B. Pereira, R. Pedro
TileCal Radiation Hardness and DQ automation
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https://arxiv.org/pdf/2412.15944

Data Preparation Coordination of TileCal - LIP responsibility

Data Preparation and Performance

Calibrations Databases Performance Data Quality
Cesium, Minimum COOL and CONDBR2 to Electromagnetic scale Daily monitoring of the full
Bias, Laser, and manage calibration uniformity and calorimeter to identify and
Charge Injection constants, conditions data, validation; address issues affecting data
Systems and Data Quality flags Signal reconstruction; integrity immediately

E/p analysis



ATLAS Distributed Computing

ES-Cloud:
Tier-1 in Barcelona and Tier-2s in Valencia, Barcelona, Madrid, Lisbon, Sdo Paulo and Santiago de Chile
o ES-Cloud TIER-1 and TIER-2s offer 4% of all ADC resources and strive to reach 5% in 2025.
o The efficiency for all sites except one is above 90%.
LIP’s Tier-2 NCG-INGRID-PT running stable fulfilling pledges
o 4% increase in comparison with 2023.
o several key grid middleware services were upgraded.
o now connected to the LHC Open Network Environment (LHCONE) via a dedicated 100Gbps
network connection and full IPv6 connectivity
o The new token based authentication and authorization system was deployed.
ATLAS Computing Run Coordination and Monitoring of Sites and Central Services
o Lack of manpower for ADC requires continuous efforts for automatization of services and
monitoring
o Ongoing transition to a new issue tracking system, documentation and helpdesk
o LIP is contributing by organizing the Computing Run Coordination Shifts and developing
maintenance and development of monitoring tools



Membership Appointments

ATLAS members, - 7 ATLAS appointments and
institutes, employments, i e categories

qualifications and author
lists

Speakers Nominations/Activities

3 Upgrade Institute Representatives AT LAS n O m | n at| O n S fO I’
R speaker selection done by
activity groups

ATLAS Conferences, talks
and speakers

ATLAS Publication Tracking CBM

Analyses, Papers, CONF .
notes, PUB notes and Collaboration Board

PLOTs o == meetings and its attendees




Layer 3
ANXA® = 0.1x0.1
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Trigger Operations a,
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LAr Super Cells as trigger objects + New
Coordination roles: Feature extractors to process information
o HLT Jet Signature group (Inés Ochoa, 2023-2024)
o HLT Calo group (Nuno Fernandes, 2024-present)
New in 2024:

o Legacy L1 trigger system has finally been disabled.

Higher efficiency of Phase-| system due to
higher granularity: allows for better
resolution of close-by jets.
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FWD DCS

Integratlon of the ALFA vacuum system in AFP DCS

- Migration of the PLC S7 driver items to S7 Plus driver

- Automatic TDAQ chain reset in AFP DCS to be used between fills

- AFP DCS expert on-call shifts

- AFP DCS maintenance

- Lab system migration to Alma 9

- DCS support/tests during debugging camping for VregBoards and controllers
malfunctioning doe to raciation damage

Activities for 2025:

- Continuation of the DCS support/tests during debugging camping for VregBoards
and controllers malfunctioning doe to raciation damage

- AFP DCS expert on-call shifts

- AFP DCS maintenance



Upgrades



The Interlock of the High Granularity Timing Detector - LIP responsibility

External systems
Cooling, DSS

;Il"llll

wh -gl'nuh! %

Interlock crate

The ILK-FPGA is the central decision unit in LISSY responsible for
controlling the LISSY outputs based on the sensor and DSS inputs.

The MON-FPGA is responsible for the monitoring of all parameters which are
required to debug an interlock event.

Development of the WinCC project for DCS-Interlock monitoring

Master students Rui Vieira and Alexandre Parreira (FCUL) configure the FPGAs



The Interlock of the High Granularity Timing Detector - LIP responsibility

The Transfer Module in the Main interlock Crate propagates the signals from ATLAS
Detector Safety System to the FPGA Interlock Matrix
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Master student Maria Miguel Cruz (U. Coimbra)
developed this project



High Granularity Timing Detector |

......

LIP involved in several HGTD work packages: Qe

Electronics (with Electronics and Detector Labs):
- HV patch panels/filters
- Front-end chip performance and Total Integrated Dose —

p-type Bulk

Luminosity & DCS (with Electronics Lab):

- Interlock: LIP responsability

- DCS: HV and LV power supply monitoring
- DCS: monitoring of CO, temperature

Infrastructure (with Detector Lab and Mechanicsl Workshop):
- Production of HV cables and pigtails
- LV cables under discussion

Also producing tools for Quality Control of delivered parts
Entering final reviews and prototypes - production phase next year
Producing prototypes for Demonstrator




HGTD DCS

Development of monitoring crate back-plane to monitor the temperature probes
installed in the HGTD cooling system

System based on the CERN’s Embedded Local Monitoring Board

Development of WinCC test system to test boards and probes
Integration of the high voltage crates with WinCC OA

Development of WinCC OA data structure and user interfaces

Initial tests were done using the crate’s prototype and it was provided feedback to
company

Ongoing integration of 2nd prototype with the requested changes to the company
Provide expert assistance/guidance in other parts of the HGTD DCS

«
oo

Apply




HV integration in DCS — User interfaces

- Current Uis are based on first version
- Crate and modules
- Crate and channels setup
- On/Off

Module navigation

Configure all
channels in module

Channel

_ Reading &Operation
Crate Protections

Protections1 (ATLHGTHV - ATLHGTHV; #2) (on pcat... X

overvoitage limit

Fan tach reading

22/04/25 32



The only Phase Il Trigger GPU
project ready for deployment

‘ Calorimeter Reconstruction on GPUs  tomorrow (if needed):

Full responsibility of the LIP team (Catorimeter L wformaton) |
» All the cluster reconstruction ported to GPUs ¥ GPU
= 100% agreement in cluster reconstruction [ Pre-Clustering ] |

» Few differences in cluster properties calculations
- Mainly due to floating point exceptions&cuts

GPU Cell Info )b [Prre=Clusteting TRnsier GPU Cell Info

I Cluster Growing

» Factor 6-10 improvement in execution time
- But still 80% of the time spent in data conversion&transfer!

((GPU Custers ) ((GPU Cell Info )

Marionette: PeSEERIWING) PROPERICS
» New generic Event Data Model GPU-friendly e
Cluster Splitting

- Fully developed

» Will avoid data conversion time
Plans for 2025:

» Port data preparation and cluster calibration steps ( e Clucters )

» Deploy Marionette (cells, clusters classes) L 2 | 33
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Higgs coupling to top quarks = I
By-product: measurement of
Most precise ttH cross-section single channel ttc production
measurement Phys. Lett. B 860 (2025) 139177
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Higgs coupling to W bosons

Beyong SM physics may modify the HWW
interaction
» Possible CP-even: cHWhThWI Wik
« CP-odd couplings: CHWhThWI Wik
Up to now: focus on the CP-odd component

SMEFT formalism

(d)
¢;0;
Lsmerr = Lsm + Z Z INCED

d>4 i

2
2 _ 2, ‘W . uw g
IMP = [ Mo + =¥ 2% (MOHWMSM)+—A4 Mo, |

i

R. Barrué, P. Conde, M. Kholodenko, |. Ochoa,
B. Rosalino, M. Silva, C. Costa /

o e e o

o o o o

@ = o &
L ! )

Normalized distribution

o
o
]

- CHv = 0.5
0.014 . o= — 0.5
—-= Backgrounds (SM)
0.00 . : :
-05 0.0 0.5
Angular observable 0, cos6+
W) (
PH X Pw)
cosét =

|p W>| Ipe X pwl
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https://link.springer.com/article/10.1007/JHEP04(2024)014#citeas

‘ Higgs coupling to W bosons

Best observables

Using ML-based inference
methods

» SALLY Chir 1

» R. Barrué’s thesis

» JHEPO4(2024)014
» ALICES (M. Silva’'s Master

thesis)

CHW T

CHW 1

CHw 1

pp - WH - fvbb

—— ALICES
—— SALLY

—— Qcosé *
-- 68%CL — 95%CL —— mjwb
—— Qcosb* ® p¥
— mtTub6®p7v_v

~04 -03 -02 -01 00
Parameter value

Ojl OjZ

M. Kholodenko's PhD thesis (ongoing)
R. Barrué PhD thesis (finishing writing)
B. Rosalino’s Master thesis (done)

STSX WH(bb) measurement: arXiv:2410.19611
Constraints on CP-odd HWW couplings:

» PubNote under approval
» Combination paper in preparation
v Among the best limits for this coupling!

= 4.5b L I - J

> = 3

ks) 4 ATLAS Internal =

< = s =13 TeV, 140 fb’! =

o 35F WH, H— bb, A=1TeV =

3f 95%CL intervals: 3

2F 3

1.5 =

1 E

0.5F =
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Preparing now Run 3 Analysis! " 37


https://arxiv.org/abs/2410.19611
https://link.springer.com/article/10.1007/JHEP04(2024)014#citeas

b-jets in Heavy lons

In Pb+Pb collisions a new state of matter is created - The Quark-Gluon Plasma, the state of
matter in the first micro-seconds of the universe

Highly energetic
jet (leading jet)

Jet production '/ @ ATLAS
y //;_*:.\ \

2 EXPERIMENT

Run 168795, Event 7578342
Time 2010-11-09 08:55:48 CET

Y/ /
4,0
4 \
/) 7
e \
v "B '] _‘ I
‘\\|\ \ % “? L g’\' 5-/ I'm Calorimeter
Quark gluon J \\\ \‘ \"?\‘\ ; ;’f/ @ E [GeV] Towers
plasma N N .

Low energy jet
(subleading jet) Strong interactions with the medium

Jets are suppressed and those surviving are modified when crossing the QGP

We can infer the properties of the QGP by studying this modification - In particular the jets that
originate in the bottom quark (b-jets) are very interesting probes



Tracks associated
to Jet

The GN2 flavour-tagging algorithm (2nd generation
Graphical Neural Learning) is a new approach which
uses a graph neural network to predict the jet flavour
taking as inputs the individual track parameters and
their uncertainties together with the jet kinematics. The

ATLAS Simulation Preliminary

Vs =13 TeV, PFlow jets focus is to evaluate the ability of the GN2 tagger to
tt, 20 < pr <250 GeV

differentiate and consequently identify the flavour of the

jets produced in Pb+Pb collisions.
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— Pedro Esperango’s Master thesis ongoing

== C-jets

Light-jets ratio

GN2 at 70% working point (tt events in pp collisions):

light-jet and c-jet rejection improve by factors of 2 and 3, respectively,

C-jets ratio

compared to DL1d.

095 1.00
b-jet efficiency




Master thesis of

GN2 - Testing the implementation of a batch normalisation layer T

§ ATLAS Simulation Internal w GN2 using norm_dict

_§ Vs =13 TeV, ttbar jets GN2 using BatchNorm1d

o tutorial sample, £, = 0.018 w—— GN2 using BatchNorm1d, Momentum=None PY 1 1 1

® T ey penwiid, Mk Batch normalization consists of

<} = GN2 using BatchNorm1d, Momentum=0.5 171 1

g e e normalizing the interlayer outputs of a
§ = GN2 using BatchNorm1d, Momentum=0.01 n eu ral netwo rk.

GN2 using BatchNorm1d, Track_stats=False

* It helps reducing the effect of updating
the previous layer’s parameters on the
current layer (internal covariant shift).

« Can help stabilizing the training
process, leading to faster convergence.
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HVT my=700

HVT my=1000

HVT my=2000

" u u HVT my=4000

Anomaly Detection in all-hadronic
2HDM (gg fusion) m,=1200

2HDM (b prod.) my=6000

f' I t t 2HDM (b prod.) ms=1400
I na S a es SUSY mg=1200 m;=5000 myx=800
SUSY mg=1900 m=5000 myx=1545

2HDM+a (gg fusion) my=250 m,=100

M. Barros, A. Berti, N. Castro, R. Pedro, I. 2HDM+a (gg fusion) ms=500 m,=250

. . 2HDM+a (gg fusion) m,=2000 m,=200
Morelra y I . PI nto Monotop (scalar) my=2500 m,=1

Monotop (scalar) my=3000 m,=1

= Analysing final states with a boosted large-R jet and Manop sclar) =400 m, -3

Monotop (scalar) my=5000 m,=1

H H Monotop (vector) my=1000 m,=1
m I SS I n g e n e rg\/ Monotop (vector) my=2000 m,=1
Monotop (vector) my=1750 my,=1

? — E:ep SVDD
—— iForest
= Sensitive to a wide class of BSM models (SUSY, Heavy Vectors, Mnotop (vector) y=1750 my=700 e

0.5 0.6 0.7 0.8 0.9 1.0

Simplified DM, 2HDM, ..) Roc Auc

ROC Curves - AEs Models comparison (signalA)

= Machine learning models trained with SM Monte-Carlo to
detect new physics phenomena in data as anomalies

—— GNN+AE (AUC = 0.944)
—— GNN+AE (AUC = 0.945)

= Explored adversarial training for uncertainty mitigation and " B o e

GNN-+AE (AUC = 0.927)

True Positive Rate

graph representation of jets S

01 06
False Positive Rate



Missing Mass Search in Proton-Tagged Dilepton Events with AFP

M. Barros, N. Castro

Z/Z or short-lived ALP

l o 1000 2000 3000 4000 v [Ges;;ocg
Central
Detecto e Limits for the three different signals

with both e/u channels combined
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q 9

q 727
[ L] v V/
Heavy Resonance Combination v * *
q v/iH /v
|. Ochoa: analysis contact in fully hadronic channel I ———
2 g aas o7 oo Quserie
. . S= ev, xpected Limit (+ 1o
Combination of searches for new heavy FPTI 5 Eiorea i 20
spin-1 resonances, in their decays to Q . ~ .- ag+ 1t + b Expected
. 3 1 04 !\ A - & VV+VH Expected
bosons (VV,VH), pairs of leptons and © W k- lelveve Expected
quarks 10° "
o WZ—qqqgq, qqvv, lvqq, qqll, Ivll; WW—qqqq,lvqq >
o *WH—qqbb, Ivbb; *ZH—qqbb, vvbb, Iibb 10
o I, Iv (including tv, 11) 10
o  qq, bb, tt fully hadronic, tb
Large range of V' masses, different 1
production modes and Coup”ng 1077 V' W VH+ I+ v+t + 10+ qq + tt + to
e b b b b e b
preferences (to SM bosons vs SM 0 1 2 3 4 5 6
fermions). m(V') [TeV]

Published in JHEP 04 (2024) 118

Exclusions for a heavy vector-boson triplet with mass
below 5.8 TeV in a weakly coupled scenario, and below
4.4 TeV in a strongly coupled scenario, and up to 1.5 TeV
*WH and ZH analyses by LIP in the case of production via vector-boson fusion.


https://link.springer.com/article/10.1007/JHEP04(2024)118

