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Overview
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INCD new data centre: UTAD (Univ Trás os Montes e Alto Douro) in Vila Real:

• https://www.incd.pt/?p=noticias/detalhes&id=41&lang=en

Provides:

• Cloud computing

• HPC

• Data and storage services

Cloud infrastructure service:
➔ INCD Lisbon: Stratus-A
➔ INCD UTAD: Stratus-D

https://www.incd.pt/?p=noticias/detalhes&id=41&lang=en


Cloud computing infrastructure I
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• Based on Openstack Yoga:

• Underlying OS: Ubuntu 22.04 LTS:

• Full support for 5 years.

• “Dist-upgrade” between LTS versions (no reinstallation).



Cloud computing infrastructure II
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• Hardware:
• 3 hosts with LXD/LXC - Openstack controllers and DBs.
• 2 hosts for the Neutron agents.

• 10 Nova compute nodes:
• 1920 VCPUs - 2 x AMD EPYC 7643 48-Core Processor (192 VCPUs 

each).
• Memory: 512 GB.
• Local disks:

• NVME for Operating System.
• SATA3 7.3TB disk.

• Configuration management: Custom ansible playbooks
• VCS using gitlab private repository



UTAD Openstack architecture
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UTAD Openstack architecture



UTAD Openstack architecture: Details I
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Openstack controller 1
● Dashboard
● APIs: Nova, Neutron, 

Cinder, Glance
● Rabbitmq
● memcached

Node 1
LXD/LXC

DB 1

MySQL database + galera

Openstack controller 2
● Dashboard
● APIs: Nova, Neutron, 

Cinder, Glance
● Rabbitmq
● memcached

Node 2
LXD/LXC

DB 2

MySQL database + galera

Openstack controller 3
● Dashboard
● APIs: Nova, Neutron, 

Cinder, Glance
● Rabbitmq
● memcached

Node 3
LXD/LXC

DB 3

MySQL database + galera

Maxscale (on HAproxy nodes 1 and 2)



UTAD Openstack architecture: Details II
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Network node 1

Neutron agents:
● Openvswitch
● DHCP
● L3
● Metadata

Network node 2

Neutron agents:
● Openvswitch
● DHCP
● L3
● Metadata

L3 HA - High Availability for provider networks

Nova compute nodes:
● nova-compute
● libvirtd
● neutron-openvswitch
● neutron-sriov

Direct access to eth interface



High Availability (HA) and Load Balancing (LB)
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• HA + LB with:

• haproxy + keepalived: Openstack Dashboard (Horizon) and APIs.

• maxscale + keepalived: MySQL mariadb with galera cluster.

• Neutron L3 agent with HA: for provider networks.

• Tests:

• Shutdown 1 Neutron node: the subnetwork has transitioned to the other 

neutron node. Verified when logged into a VM with a provider network.

• Shutdown 1 DB node: access to Dashboard and use of APIs continued to 

work.

• Shutdown 1 controller node: access to Dashboard and use of APIs 

continued to work.



Openstack Dashboard
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UTAD CEPH architecture
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• CEPH REEF (18.2.2)

• 6 storage nodes:

• 24 SATA3 disks - 18.2TB each.

• Total 2.6PB raw.

• Replica 3 ~870 TB available.

• Deployment:

• cephadm and podman:

• Official docker container images.

• 3 Rados GW services (SWIFT, S3).

• Under haproxy.

• AuthN/AuthZ → keystone.

RGW 1 RGW 2 RGW 3



CEPH Dashboard
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UTAD MINIO architecture
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• MINIO 2024-05-10

• Deployed on the 10 compute nodes:

• 1 SATA3 disk - 7.3TB each.

• Total 73TB raw.

• Erasure code 2 parity disks ~58 TB 

available.

• Deployment:

• Custom ansible playbooks.

• 10 minio S3 API services:

• Under haproxy.

• Only for internal/INCD usage.



MINIO Dashboard
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Monitorization
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Nagios core 4.5.6



New Openstack infrastructure @INCD Lisbon
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• Same architecture, deployment, versions and configuration as of UTAD.

• Same custom ansible playbooks - only change the hosts/inventory and variables.

• Started migration of projects, VMs and storage from the old Openstack.

• In most cases the procedure is to instantiate new VMs and copying data from the old 

ones.

• Migrate compute nodes and CEPH storage nodes from old to new.

Stratus - A
New infra:

VCPUs: 944
CEPH Storage RAW/Avail: 520/175 TB

Old infra:

VCPUs: 2 496
CEPH Storage RAW/Avail: 520/175 TB



Summary
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• Use of custom ansible playbooks at INCD-UTAD, allowed easier and faster 

deployment/configuration of the new INCD-Lisbon Openstack.

• Use of Ubuntu LTS releases will allow upgrade of the Operating System in place (no 

re-installation).

• Use of LXD/LXC containers for the Openstack controllers and Databases will allow smooth 

upgrade of Openstack by deployment in new containers, with easy rollback if something 

goes wrong.

• CEPH deployment with cephadm and podman (Docker containers) provide the ability of live 

upgrading the system.

• The total amount of resources: 5360 VCPUs, 3.6/1.2 PB Raw/avail storage.


