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Emergency Now-casting
Antibiotic Over-prescription
Infectious Disease Dynamics
From prescription to diagnosis

Google Trends
SNS24
Twitter
ER acceptance /times
SPMS e-prescriptions

Media records
Twitter
Parliament data
LLMs & VLOPs

Large scale surveys
Behavioral experiments
Twitter

Math Modelling
ML
Epidemiology

NLP
Networks
Complex Systems
Bot-based Auditing

Networks
Math Modelling
Psychology
Information
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Cognitive Biases
Attitudes Towards Science
Privacy Protecting Analysis
Human and Algorithmic Bias
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BIAS

Societies are biased and discriminatory

Biases are carried into human-related data

Biased data are used to train machine learning models

ML algorithms can perpetuate and even amplify biases



BIAS

Societies are biased and discriminatory

Biases are carried into human-related data

Biased data are used to train machine learning models

ML algorithms can perpetuate and even amplify biases

Social bias, particularly prejudice, are negative attitudes and resulting discriminatory behaviour 
towards social groups and their members.

Bias is a disproportionate weight in favor of or against an idea or thing. 

Algorithmic bias, especially in the context of ML, can appear when some features are given 
disproportionate weight and lead to results that are wrong, discriminatory, or against the 
intended functions of the algorithm



Thinking: Readings in Cognitive Science, (1978) edited by P. N. Johnson-Laird, P. C. Wason, page 26.

EXPLAINABILITY
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QUESTIONS

HOW CAN WE IDENTIFY/CORRECT FOR BIASES?

HOW CAN WE IDENTIFY/CORRECT FOR BIASES THAT WE 
DO NOT KNOW TO EXIST?

HOW CAN WE FIND/CORRECT FOR WHAT WE DO NOT KNOW IS 
THERE?



IDENTIFY BIAS WE KNOW ARE POSSIBLE

Using Social Media and LLMs for social sciences research

Íris Damião, Paulo Almeida



BIAS REDUCTION
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BIAS REDUCTION



Omiye, J.A., Lester, J.C., Spichak, S. et al. Large language models propagate race-based medicine. npj Digit. Med. 6, 195 (2023)
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BIAS REDUCTION

Adapted from: https://procedural-generation.isaackarth.com/2017/06/27/removing-bias-from-word-vectors.html and from 
Bolukbasi, Tolga, et al. "Man is to computer programmer as woman is to homemaker? debiasing word embeddings." Advances in 
neural information processing systems 29 (2016).

https://procedural-generation.isaackarth.com/2017/06/27/removing-bias-from-word-vectors.html
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QUESTIONS

HOW CAN WE IDENTIFY/CORRECT FOR BIASES?

HOW CAN WE IDENTIFY/CORRECT FOR BIASES THAT WE 
DO NOT KNOW TO EXIST?

HOW CAN WE FIND/CORRECT FOR WHAT WE DO NOT KNOW IS 
THERE?



1. Start with some drugs we know are prescribed to specific diseases

2. Use a similarity metric to identify others “like them” – word2vec

Drugs for the same disease are close

EMBEDINGS

Lília Perfeito, Tiago Miranda
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BIAS REDUCTION
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We have no systematic way of identifying and minimizing bias
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MACROSCOPE

The macroscope amplifies the problem (makes it worse but 
also more visible)
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SUMMARY

Societies are biased and discriminatory

Biases are carried into human-related data

Biased data are used to train machine learning models

We have no good way of debiasing known biases

We have no way of identifying unknown biases

ML algorithms can perpetuate and even amplify biases

ML algorithms can be used to identify unknown bias Funding:


	Slide 1: Machine Learning as a magnifying glass to study society  
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35

