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If you are reading this as a web page: have fun! If you are reading this as a PDF:
please visit

https://www.hep.uniovi.es/vischia/persistent/2024-03-20-
22 StatisticsAtCoursePhysicsLHC vischia_part2.html

to get the version with working animations
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Lecture 2

Artificial Intelligence
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Practicalities

e Significantly restructured with respect to the past years

o Lecture 1: Probability and Statistics (minus hypothesis testing)

o Lecture 2: Machine Learning (and hypothesis testing)
e More detailed material in my twenty-hours intensive course
o It may be useful if you tried out the exercises, at your pace!

e Many references here and there, and in the last slide

o Trytoread some of the referenced papers!

o Unreferenced stuff copyrighted P. Vischia for inclusion in my (finally) upcoming textbook
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http://127.0.0.1:8001/my_statistics_course/(https://agenda.irmp.ucl.ac.be/event/4773/
https://github.com/vischia/intensiveCourse_public

Al the eternal buzzword?

o Artificial Intelligence (Al)
e Machine Learning (ML)

o Statistical Learning

® Al ®  Machine Learning Artificial Intelligence .
) + Add comparison
Search term Search term Search term
Worldwide « 2004 - present ¥ All categories ¥ Web Search

Interest over time

|
~
A
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https://trends.google.com/trends/explore?date=all&q=AI,Machine%20Learning,Artificial%20Intelligence

Complex Experiments
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Complex Data




Likelihood and information

e Datasample X ps

L(X;0)

P(X|0)|x

obs

e The Likelihood Principle: The likelihood function L(Z; 6) contains all the
information available in the data sample relevant for the estimation of 6

o ¥ Bayesian statistics

o X Frequentist statistics

1(6) = —B| ( fplnL(X; e))zwm}
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Typical analysis pipeline

z ~ f(z)
Multidimensional

stochastic variable
(often latent variables)

z~p (z |ZL‘ ’ 9)
Sensor readouts

\

\

Y
¢(9) = R[2,6,v(0)]
- =) 8 = A[C(G)]

Low-dim summary
for inference

High-level features
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https://arxiv.org/abs/2203.13818

We like low-dim summaries
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https://doi.org/10.1007/JHEP11%282018%29185

Brain activity...

INPUT ) BRAIN = OUTPUT
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https://www.zomato.com/blog/elements-of-scalable-machine-learning

...approximated...

INPUT ® BRAIN — OQUTPUT
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https://www.zomato.com/blog/elements-of-scalable-machine-learning
https://pixabay.com/vectors/bloc-notes-pencil-rings-1300653/

...using computers

INPUT ) BRAIN = OUTPUT
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https://www.zomato.com/blog/elements-of-scalable-machine-learning
https://www.twinkl.com.pa/teaching-wiki/computer

Santiago Ramon y Cajal

Images from menshealth and The Nobel Prize


https://www.menshealth.com/es/fitness/a35188446/ramon-y-cajal-ciencia-culturismo-fitness/
https://nobelprizemuseum.se/en/synapses-science-and-art-in-spain-from-ramon-y-cajal-to-the-21st-century/

Santiago Ramon y Cajal
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Images from
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Computationally heavy

Animation from giphy.com Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 17/ 108


https://giphy.com/gifs/reaction-9o9dh1JRGThC1qxGTJ

Simplified Neurons

Bulletin of Mathematical Biology Vol. 52, No. 1/2, pp. 99-115, 1990. 0092-8240/90$3.00+ 0.00
Printed in Great Britain. Pergamon Press plc
Society for Mathematical Biology

A LOGICAL CALCULUS OF THE IDEAS IMMANENT IN
NERVOUS ACTIVITY*

B WARREN S. MCCULLOCH AND WALTER PITTS
University of Tllinois, College of Medicine,
Department of Psychiatry at the Illinois Neuropsychiatric Institute,
University of Chicago, Chicago, U.S.A.

Because of the “all-or-none” character of nervous activity, neural events and the relations among
them can be treated by means of propositional logic. It is found that the behavior of every net can
be described in these terms, with the addition of more complicated logical means for nets
containing circles; and that for any logical expression satisfying certain conditions, one can find a
net behaving in the fashion it describes. It is shown that many particular choices among possible
neurophysiological assumptions are equivalent, in the sense that for every net behaving under
one assumption, there exists another net which behaves under the other and gives the same
results, although perhaps not in the same time. Various applications of the calculus are
discussed.
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https://appliedgo.net/perceptron/

The perceptron

Linear combination of the inputs
PIRUEY
J
Activation function (imitating activation potentials in cells)
g ('wo + Z ’ijj)
J
Bias term (order zero in the inputs — traslation)

U — g(wo i ijxj)

5

In matrix form, it's a line-by-column product
P T
U — g(wo + X W)
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Activation function

e The original activation function was linear

9(z) =1lifz =wy + ) w;z; >=0
Gl — e — = e

e Not possible to get nonlinear separation surfaces
e Sigmoid

9(z) = 1+iz ,with derivative g’ (z) = g(z) (1 - g(z))

e Rectified Linear Unit (ReLU)

9(z) = max(0, z), with derivative g’ (z) = 1if z > 0, 0 otherwise
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Artificial Neural Networks




Learn in different ways

Machine Learning

Supervised Learning Unsupervised Learning Reinforcement Learning
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https://arshren.medium.com/supervised-unsupervised-and-reinforcement-learning-245b59709f68

Supervised learning

Use the
training
—— > network
(e.g. for
inference)

Application
sample

Validation
and
sometimes
+ optimization
of the
trained
network

Dataset

True label
Training /_/

sample

Parameterization

Illustration (c) P. Vischia, book in preparation Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 24 / 108



Gradient Descent

e Optimize/learn by finding the minimum of a function £ : R — R

e Nonconvex problems: saddle points, manifolds of minima

e Empirical risk minimization
L(f) = 5 i [ f@e) = f*(:)P

e Generalization

(for learning problems)

[ o
\ 4 n

'S &/

Complete
Statistical
Theory of Learning

Vapnik's image from youtube, Gradient descent animation by Alec Radford


https://www.youtube.com/watch?app=desktop&v=Ow25mjFjSmg

Organizing the space

e Formally, act on a space of function

e Need a notion of complexity.

o Norm — Banach space!

(o {@e} : M\sds
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The Fundamental Theorem of
Machine Learning

e We want to relate the result of the empirical risk minimization (ERM) with the
prediction

o Let'suse the constraint form

e Let's assume we have solved the ERM at a precision € (we are e-away from...).
We then have f € F? suchthat L(f) < € + min ;¢ zs R

e How good is Aa predicting 777 In other words, what's the true loss?
H di t predict *?In oth ds, what's the true loss?

o Canuse the triangular inequality
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The Fundamental Theorem of
Machine Learning

o - f < 5 f = f ° °
L(f) }I;}_L( f) < flélﬁ L(f) }g}_L( f) Approximation error

(how appropriate is my

measure of complexity)

L0 e | — o) Statistical error
=V

(impact of having the)
empirical loss instead of
the true loss)

I Optimization error
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Loss function

Empirical Loss Function

Cost function

Empirical risk

JW) = 3" L(Fat; W),y 0)
=1

Minimized by:

e - -
WY = argminyyJ (W) = argminyJ(W) = — Z E(f(m(z); W), y*(z))
n
=
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Backpropagation

€ - (b) Backward pass

Image from Guines Baydin et al, JMLR 18 (2018) 1--43 Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 30 / 108


https://jmlr.org/papers/v18/17-468.html

Derive

Image from Guines Baydin et al, JMLR 18 (2018) 1--43

h==z
Ii!.’|+1 = “”11(1 - Iin)

flz) =l = 64(1—x)(1 —22)*(1 — 8z +8z?)*?

Mannal
Differentiation

f(x):
V=X
fori=1to 3
v=4=vx(1l-v)
return v

or, in closed-form,

fx):
return 64%x* (1-x)*((1-2%x)"2)

* (1-8kx+Bkx*x) "2

f(z) = 1282(1 — =)(—8 + 16z)(1 — 2z)*(1 -
8z +8z?) +64(1—z)(1—2z)%(1— 8z +8z%)2 —
64z(1 —22)%(1 — 8z + 82%)* — 256z(1 — z)(1 —
2z)(1 — 8:2‘.‘4—8:1?2]2

h 4

Symbolic
Differentiation
of the Closed-form

Automatic
Differentiation

A 4

Numerical
Differentiation

£ (x):
(v,dv) = (x,1)
fori=1to 3
(v,dv) = (d*v*(1-v), d*dv-8*v*dv)
return (v,dv)

7 (%) _.f”[ o)

Exact
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(e
return 128k (1 - x)* (-8 + 16%x)

*#((1 - 2%x) "2) *(1 — 8*x + B*x*x)
+64%(1 - x)*((1 - 2*x)"2) *((1

- B*x + Bxx*xx)"2) - (64*x*(1 -
2xx) "2)* (1 — S*x + Skx*x) "2 -
256%x*(1 — x)* (1 - 2%x) *(1 - 8%x

+ 8*x*x) "2
7 (xp) f'(xa)
Exact
N
£2(x):
h =0.000001
return (f(x +h) - f(x)) / h
£ (%) = f'(zq)
Approximate
L]



https://jmlr.org/papers/v18/17-468.html

Automatic differentiation

has many names

e Automatic differentiation

Algorithmic differentiation
o AD
Autodiff

Algodiff

Autograd
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Automatic differentiation

3

z(x,y) =2z + z sin(y) +y

VE = ’ ‘
— =Vg |
Vat+Vaq+Vsg y -

Forward mode Reverse mode
e Totheextreme, f : R — R™ e Totheextreme, f : R” — R

o Evaluates(%,...,%) e Evaluate Vf(x)(4L, ..., 2L)

G O

e Computational cost of calculating J ¢(x) for f : R — R™ inR™ x R™

O(n time(f)) O(m time(f))
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Forward and reverse (==backprop) modes

Primal: independent to dependent

Adjoint (derivatives): dependent to independent

y(x) = 2z9 + zo sin(z1) + =3

Fwd
Primal
Trace
Atomic
operation

V1 = 21

2’0()
V3 =
sin(vy)
vy =
VpUs3

V5 = U1
Vg =

v2 +

V4 + Uy

Fwd Tangent
Trace (set x( =
Valuein 1 tocompute Valuein
Jy
(1> 2) 3_300) (1a 2)
Atomic
operation
1 U9 = Lo 1
2 U1 = X1 0
2x1
v2 = 2% —00X41
2 U3 = 1}1608(’01) 1 ><
0.9093 Vy : Vgv3 + 0.9093 -+
09093 VoUs 1 % O
® U5 = 30,v¢ 3x0x4
10.9093 4 = vg + U4 + 94
Us 0.9093 +
0
10.9093 4y = vs 2.9093

Fwd
Primal
Trace
Atomic
operation

Vo = 2o

Rev Adjoint
Trace (sety —
Valuein 1 tocompute
(1,2) o)
Atomic
operation

—
I

0
1

0
1

no
Bl

I
& &

vo = Vo +
1_)26?)2/8’1)0
Uy =
1_}46’04/8’00
U1 = U1 +
17382)3/8’01
V1 =
U50v5 /Ovy
Vg =
Vg Ovg /Oy
V3 =
1_)48’04/81)3
Vg =
1_)681)6/8’04
U5 =

V606 / Ovs

2
0.9093
0.9093

8

10.9093

Value in

(1,2)

2.9093
11.5839

Vo + V2 X
2 =
2.9093
Vg X V3 =
0.9093
U1 + U3 X
cos(v1) =
11.5839
Uy X
3v? =12
g X 1=
1
Vg X Vg =
1
vg X 1 =
1
g X 1 =
1
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Designed to be simple in software

import torch, math

x0 = torch.tensor(l., requires grad=True)
x1 = torch.tensor (2., requires grad=True)
p = 2*x0 + x0*torch.sin(xl) + x1**3

print (p)

p.backward()
print (x0.grad, xl.grad)

yielding

Primal: tensor (10.9093, grad fn=<AddBackward(0>)
Adjoint: tensor(2.9093) tensor (11.5839)

e Torch (and similar software) will correctly differentiate only when the atomic
operations are supported within it
o Common operations are overloaded ( mul _rewrittenby torch. mult )

o Operations from libraries (math.sin () ) must be replaced by their differentiation-aware
equivalents (torch.sin())
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Learning as a tradeoff...

e amodel with zero training erroris overfit to the training data and will typically
generalize poorly'" (Hastie, Tibshirani, Friedman)

under-fitting . over-fitting

Test risk

N

~ ‘Training risk
sweet spot_ .+ —

A - =
Capacity of

From Belkinetal., 1812.11118 Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 36 / 108


https://arxiv.org/abs/1812.11118

...Is still an open problem!

¢ Increasing the class of allowed functions, it's more likely to find a smooth
function with lower norm (complexity): Occam's razor

over-parameterized

under-parameterized

Test risk

“classical”
regime

“modern”
interpolating regime

Risk

~ Training risk:

- _ . _interpolation threshold

Capgc}ty of H
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Mapping Improves Understanding
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https://en.wikipedia.org/wiki/Tabula_Rogeriana#/media/File:Tabula_Rogeriana_1929_copy_by_Konrad_Miller.jpg

Representations Make Tasks Easier

Default Representation

:
X
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Deep Neural
Network

"Good" Semantic Representation

Animation and picture from FastForward Labs


https://blog.fastforwardlabs.com/2020/11/15/representation-learning-101-for-software-engineers.html

Learn Representations

* n.- . REPRESENTATION

T«-y}pssr)siﬁ\IGINA

-_—— - 1e training set

———— [, : encoder function for x

= = = f, : encoder function for y
PR » Relationship between embedded points within one of the domains

- \[aps between representation spaces
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https://www.deeplearningbook.org/

Number of parameters

e Empirical studies: increasing number of parameters doesn't help beyond a
certain point

97 | | | | |
—~ e—e 3 convolutional
= 96 | |
g +—+ 3, fully connected
= 95 |- V—¥ 11, convolutional []
& o4l -
=
=
S o3| — 3 -
=] T 1
7
S 92 i
91 | | | | |
0.0 0.2 0.4 0.6 0.8 1.0
Number of parameters x 108
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https://www.deeplearningbook.org/

Depth

e Empirical studies: increasing depth tends to always result in some
improvement

96.5 T T T T | T T
96.0
95.5
95.0
94.5
94.0
93.5
93.0
92.5
92.0

Test accuracy (percent)

10 11
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https://www.deeplearningbook.org/

Regularization: weight decay

e Another way of regularizing is via weight decay e regularization)

o Tradeoff between good fitting (small MSE) and small norm (smaller slope, or fewer features
with large weights)

o Instatistics, "ridge regression”, "Tikhonov regularization"

J(W) = MSErain + AW’ W

\
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https://www.deeplearningbook.org/

Early stopping...

e Train until the validation set loss starts increasing, and pick the model
corresponding to the minimum validation loss

0.20 , , , ,
e—e Training set loss
0.15 —— Validation set loss |-

Loss (negative log-likelihood)
=
—
o

0 50 100 150 200 250
Time (epochs)
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https://www.deeplearningbook.org/

...Is a form of regularisation

e Early stopping limits the reachable phase space, and is therefore analogous to
L2 regularization (weight decay)

J(W) = MSEain + AW w

& (=

— ,—

— ” -_‘-.._
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b 4 RN
I~ AV
Y. L~” /!

~ P

w1 w1

Images from Goodfellow, Bengio, Courville, 2016 Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 45/ 108


https://www.deeplearningbook.org/

Many ways of inserting our biases

e Regularization corresponds to inserting our bias into the algorithm

o "l know that the solution should not wiggle", "I know that the curvature must not be too large"

e Two models A and B performing the same classification task
0 § = f(w), x)
o §B = f(wl®),x)

e [f the inputs distributions are somehow different, but we know (or want that)
the output are related, we can assume that the weights should be similar

J(W) = MSE;.in + )\||W(A) — W(B)H%
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Parameter sharing

e Simply require parameters are equal

o If they are equal, you can store only one number in memory (sometimes dramatic memory
footprint reduction)

Images from goodhousekeeping.com Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 47 / 108


https://www.goodhousekeeping.com/life/pets/a43276342/cat-instagram-captions

Convolution: a form of averaging

S)— /;c(a)w(t — a)da

e Whendiscretized, integral becomes a sum
o xinput
o w kernel: specifies how far does the averaging goes

o S feature map
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Convolution: a form of averaging
S(Z7]) o (K*I)(’L,]) = ZZI(Z —m,J _n)K(m7n)

m n
Input
Kernel
c d
w T
g h
Y z
i J k l
v Output
—
aw + bx + bw + ex + ew + dr +
ey + [z fy + gz gy + hz
ew + fx + fw + gz + gvw + hz +
W+ jz v+ kz ky + Iz
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https://www.deeplearningbook.org/

Receptive field

ONORONONO
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https://www.deeplearningbook.org/

Receptive field: deeper = larger
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https://www.deeplearningbook.org/

Parameter sharing
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https://www.deeplearningbook.org/

Convolutional network

e Convolution — nonlinear activation — pooling

e Pooling: replace output at a location with a summary statistic
o e.g., max pooling = report the maximum output in a neighbourhood

o Helps with invariance for translations

Large response
in pooling unit
Large

response

Large response
in pooling unit

in detector

Large

response

unit 3
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https://www.deeplearningbook.org/

Convolutional networks
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http://parse.ele.tue.nl/education/cluster0
http://yann.lecun.com/exdb/lenet/index.html

Intermediate representations
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https://www.deeplearningbook.org/

Morphology of galaxies

| Intermediate Spirals
.. " .

B?(rgd S.;;!;';;,; -

Irregular

Image from



https://link.springer.com/article/10.1007/s12145-019-00434-8

Representations of galaxies...
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https://link.springer.com/article/10.1007/s12145-019-00434-8

...work pretty well

Testing done on the 64 Galaxy Testing Set

80
60
40 Incorrect Predictions
20 Correct Predctions
0 Total Images
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Galaxy Galaxy

B Totalimages W Correct Predictions W Incorrect Predictions
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https://link.springer.com/article/10.1007/s12145-019-00434-8

Semantic representations

Object Detection Instance Segmentation

Image from ai-pool.com Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 59/ 108


https://ai-pool.com/d/could-you-explain-me-how-instance-segmentation-works

What about time?

e Convolutional network: process grid of values (e.g. images)

e Recurrent networks: process a sequence of values indicised by a "time"
component

o Languageis a sequence

e Parameter sharing crucial to generalize:
o lengths unseen in training

o different positions in the sentences

e Without parameter sharing, a network would have to learn all the language
rules at each step of the sequence

o Veryimpractical

e Both scale very well (thanks to parameter sharing)
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Convolutional networks for
sequences?

e Could "link" the steps of the sequence via the convolution
e Use the same kernel at each time step

e Shallow: it links only neighbouring time steps

Recurrent network

e Use the same parameter at the same step, s = f(s(*=1) 9)

o Very deep structure

I
\
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https://www.deeplearningbook.org/

Unfold the graph
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https://www.deeplearningbook.org/

Vast zoology

= An output at each time step, recurrent connections between hidden units

Images from Goodfellow, Bengio, Courville, 2016 Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 63/ 108


https://www.deeplearningbook.org/

Vast zoology

e Anoutput at each time step, recurrent connections only from the output at one
time step to the hidden units at the next time step
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https://www.deeplearningbook.org/

Vast zoology

e Recurrent connections between hidden units, that read an entire sequence and
then produce a single output

Images from Goodfellow, Bengio, Courville, 2016 Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 65/ 108


https://www.deeplearningbook.org/

Sequences of images

Ident. Cost Siamese Cost Ident. Cost

1 TT 1

Seq. Feature Seq. Feature

1 i
Temporal Pooling Temporal Pooling
1 t 1 1 t 1
RNN — RNN = RNN RNN —{ RNN = RNN
1 1 t ‘o 1 1
CNN CNN CNN CNN CNN CNN
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https://doi.ieeecomputersociety.org/10.1109/CVPR.2016.148

Real-time segmentation

Videos from YouTube, autonomous driving and YouTube, cancer research


https://www.youtube.com/watch?v=MqUbdd7ae54
https://www.youtube.com/watch?v=mq_g7xezRW8

Graphs Represent Structure
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https://indico.cern.ch/event/852553/timetable/

Graph networks

e Represent data as point clouds

e Connect data points with weight-
dependent connections s \

e Train the network to find which
weights are strongest

o Learngthe connectivity structure of
the data

/\
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CMS High-granularity calorimeter

e 6 million cells with ~ 3mm spatial resolution, over 600m? of sensors

e Non-projective geometry

Learning representations of irregular partlcle-detector geometry
with distance-weighted graph networks -

(a) . (b) T e (c)
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o - ) 2\,
Fu "~/ v (.
N (a) Truth
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https://www.math.tecnico.ulisboa.pt/~jmourao/seminarios/Mendes_slides.pdf

Graphs for water simulation



https://sites.google.com/view/learning-to-simulate

Plug the Physics into the Al

How are symmetries implemented 7

* Doto avgmentolion g | 5 | 5|
- &= ._: |

=, Ddocivan 20

< ' .: = @'& @2 &
e [ 036 funckion penalties S2E | & (€ | &
Y'— mhwwﬁ'\ quantihes B BES| = S
Enlarge your Dataset
b Au\\i‘recwm\ de.(“‘%l‘\ Cedot: Braroin €

* Approximate sqrmmervies ((NN)

° E’QU‘ Sjmme“\a (me£5 ¢ FO(S\(\ ) (,onn,\»du'\g " ﬂaﬂn‘?ﬂk“fj\
‘ \Dq_\%h’( ghQr'\ﬂg (%‘OUP convoly éons\ Rose YU ‘21,20 Weiler 2)
. ondov 1%
« Yorameterization Qi), Stfmme'fﬂ f)(ke;ervmg @mchons l;‘l:ron 8
* Symmetnies contronntt Fing v ol 2 Cohen 'I®
o |rreduible re?esen’m’ﬁons Kondor, Trawas 1§ | Fudns 20
© Seerovle ONNS Cowen 'L Wdng .-

Illustration by Soledad Villar Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 72/ 108


https://agenda.irmp.ucl.ac.be/event/4674/

Plug the physics into the Al:
constraints

g:f(X,e)

e Encode physics knowledge (e.g. inconsistency of models) inside the loss
function as a penalty term

J(w) = Loss(y,§) + Al[wl[3 + (5, @)

/ Physically Inconsistent
Physically Inconsistent . <« Models

Models ~.._ . <k Truth
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https://doi.org/10.1109/TKDE.2017.2720168

Plug the physics into the Al:
network structure

e Equivariance under group transformation can e.g. enforced by convolutional
layers

e Some implementations available in pytorch

Ty

LVl (Xl) >LVl (Xl)

¢ ¢

v T/ ~-
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https://docs.dgl.ai/en/0.9.x/generated/dgl.nn.pytorch.conv.EGNNConv.html
https://doi.org/10.1109/TKDE.2017.2720168

Plug the Physics into the Al

e Physics-aware differential equations solving

Animation from 2202.06988


https://arxiv.org/abs/2202.06988

Plug the Physics into the Al

e Several ODE problems now solvable via neural networks

® Who needs Lorenz? @ Who needs Navier Stokes?
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“Deep Hidden Physics Models: Deep Learning of Nonlinear Partial Differential Equations”
systems” Brunton, Proctor, Kutz, PNAS 2016 Raissi, JMLR 2018
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https://phiweek2018.esa.int/agenda/files/presentation224.pdf

Autoencoders

e Learnthe dataitself passing by a lower-dimensional intermediate
representations

o Capture data generation features into a lower-dimensional space
e Canuse for anomaly detection

e Cansample from the latent space to obtain random samples (generative Al)

—> Enhcoder (> Decoder — 2_

Original
input

Reconstructed
input

Compressed
representation
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Invertible networks
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Inference network ) Generative model
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http://127.0.0.1:8001/my_statistics_course/from%20https://arxiv.org/abs/1505.05770

Solve inverse problems
("unfolding")

e Correct detector observation noise to recover source distribution

Z =~ 5 1.0{ — JetMassm
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Figure 5: Neural Empirical Bayes for detector correction in collider physics. (a) The source distribution p(x) is
shown in blue against the estimated source distribution gg(x) in black. (b) Posterior distribution obtained with
rejection sampling, with generating source sample x indicated in red. (c) Calibration curves for each jet property
obtained with rejection sampling on 10000 observations. In (a) and (b), contours represent the 68-95-99.7% levels.
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http://127.0.0.1:8001/my_statistics_course/from%20https://arxiv.org/abs/2011.05836

Interpretability
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https://arxiv.org/abs/1903.09644

Encode sequences

¢ One-hot encoding for unordered sequences

o Works e.g. for text

Feature (Color) One Hot Encoded Vector Red Green Yellow
Red [1,00] 1 0 0
Green [0,1,0] 0 1 0
Yellow One Hot Encoding [0,0,1] 0 0 1
Green [0,1,0] 0 1 0
Red [1,00] 1 0 0
SCA LFR

Topies

Picture from scaler.com Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 81/ 108


https://www.scaler.com/topics/data-science/one-hot-encoding/

Encode sequences

e "Yellow" [0, 0, 1] can be predicted as "0 for red and 0 for green"

o One-hot-encoded features highly correlated ("multicollinearity")

e Dummy variable trap

Picture from scaler.com

o Drop one of the "dimensions"

Feature (Color)
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Yellow

Green

Red

»
»

One Hot Encoding

Yellow Column dropped to avoid
the Dummy Variable Trap

SCALER

Topres
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https://www.scaler.com/topics/data-science/one-hot-encoding/

Self-attention

e Capture dependencies and relationships within inputs

o Mostly in natural language processing and computer vision

e NN inputs, N outputs
o Allow inputs to interact with eacho other and find out which ones to pay attention to

o Outputis an aggregate of interactions and attention scores

o Useful for:
o Long-range dependencies: understand complex patterns and dependencies

o Contextual understanding: assign appropriate weights to important elements in the

sequence

o Parallel computation: can be computed in parallel — efficient and scalable for large datasets.
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Self-attention

e |Inputs (green) must be represented as: key (orange), query (red), value (purple)

o Initially, by random reweighting of inputs themselves

Self-attention

input #1 input #2 input #3

Animation from towardsdatascience Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 84 / 108


https://towardsdatascience.com/illustrated-self-attention-2d627e33b20a

Self-attention

e Calculate attention score
o Multiply (dot product) each query with all keys

o Foreach query: [NV keys — NN attention scores

Self-attention

input #1 input #2 input #3
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https://towardsdatascience.com/illustrated-self-attention-2d627e33b20a

Self-attention

e Activation function (softmax) of attention scores

Self-attention

input #1 input #2 input #3
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https://towardsdatascience.com/illustrated-self-attention-2d627e33b20a

Self-attention

e Calculate alignment vectors (yellow), i.e. weighted values

o Multiply each attention score (blue) by its value (purple)

e Sum alignment vectors to get input for output 1, repeat for 2 and 3

Self-attention

input #1 input #2 input #3
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https://towardsdatascience.com/illustrated-self-attention-2d627e33b20a

Transformers

e The engine behind GPT3
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Thinking Machines
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https://jalammar.github.io/illustrated-transformer/

Foundation Models

Large Language Models have become the most effective tool for language tasks

State-of-ar 1
More More More i P

data parameters compute
Limited :
atbien E.g., Question
Trends data Answering

E.g., Natural
Few-shot Lunguage
Learning
- Inference

language tasks

Large Pre-trained
Iraining Foundation E.g., Sentiment

Data Zero-Shot

Model Downstream Learning Analysis
learning

Domain E'g" Dlalog
Adaptation Response
Better pre-trained foundation model -
lower cost/effort, fewer labels, better performance downstream

Image by


https://indico.cern.ch/event/1078970/contributions/4863749/

Translate Problems into Solutions

e Symbolic integration: find the analytic formula for the area of the curve

| Integration (BWD) ODE (order 1) ODE (order 2)

Mathematica (30s) 84.0 i 1 61.6
Matlab 65.2 - -
Maple 67.4 - -
Beam size 1 98.4 81.2 40.8
Beam size 10 99.6 94.0 102
Beam size 50 99.6 97.0 81.0

Table by Lample, Charton (2019), image by Julia Inozemtseva Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 90/ 108


https://www.dropbox.com/s/72gerymld91mwyx/Weizmann_AI4Maths.pdf?dl=0
https://sites.google.com/a/georgiasouthern.edu/julia-inozemtseva/teaching-math-animations-and-pics#TOC-Integration

Reinforcement learning
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https://commons.wikimedia.org/w/index.php?curid=57895741

From Videogames...



https://www.youtube.com/watch?v=qv6UVOQ0F44

...to Physics

e Reward models consistent with the observed quark properties

1 Q2 Q3| u u wuz|dy do d3 |H|¢
charges Q=
qg| 6 4 3 |1-2 2 4|-3 -1 —-1|1]|1
—1.975 1.284 —1.219 —1.349 1.042 1.200
O(1) coeff. (@i5) = 1.875 —1.802 —0.639 (b)) = 1.632  0.830 —1.758
0.592 1.772 0.982 —1.259 —1.085 1.949
VEV, Value v ~0.224 | V(Q) ~ —0.598
Q1 Q2 Q3| ur uy wug|dy do d3 | H|¢
charges Q=
2 o|-1 -3 1|-3 -6 —4|1]1
—-0.601  1.996  0.537 0.740 —1.581 —1.664
O(1) coeff. | (ai;)~ | —0.976 —1.498 -1.156 | (bi;)~| —-1.199 -1.383  0.542
1.513 1.565 0.982 0.968 0.679 —1.153
VEV, value v; ~ 0.158 , V(Q) ~ —0.621

Table from 2103.04759
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https://arxiv.org/abs/2103.04759

From perceptron-based networks...

e Matrix multiplication
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https://glouppe.github.io/

...to spiking neural networks

e Event-driven computations

o "when a spike occurs, compute something"

)
—

High time resolution,

low redundancy

Few binary events

Figures by Fredrik Sandin



The energy advantage

e Perceptron-based networks: matrix multiplication

o Sparsity doesn't affect much the throughput and energy consumption

e Spiking neural networks: event-driven computations

o Sparser inputs require less computations, therefore less time and energy
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Encode information with Qubits

e Random bit (Bernoulli random variable) whose description is not governed by
classical probability theory but by quantum mechanics

e Notonly "because it can take real values in [0, 1]": complex numbers as
coefficients v and (3 create interference

o Interference is not reproducible with classical bits

® 0 I

® ! 1)
Classical Bit Qubit

Pietro Vischia - Statistics for HEP (13th Course on Physics of the LHC, Lisboa, Portugal) - 2024.03.20-22 --- 97 / 108
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https://prateekvjoshi.com/

Represent neural networks

e Qubit operations can represent rather naturally neural networks
lin){in| = |q1, g2, g3)(q1, 92, g3|-

Full unitary operations, U_i,
(preserve information)

|h1><h1| Tracing operations |h2><h2|
u_1 (information loss) u_2
N
|h) (A
lin) (in| |out) (out|

e Gradient descent exploits intrinsic analytic differentiability of quantum circuits

3, (¥ (x, 0)|o, ¥ (x,0)) = (0]...9,e7* ...0,...€" ...]0)
+(0]...e7™" .. .0,...0,e"...|0)
=(0]...(—io)e ™" .. .0,...e"° ...|0)
+(0]...e7* . Lo,...(i0)e™ ... |0)
=(0]...(1 —io)e ™™ ...0,...(1 +ic)e™ ...|0)
+0]...(Ad+io)e™ ™ .. .o,...(1 —io)e* ...|0)
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https://link.springer.com/book/10.1007/978-3-319-96424-9

Need for new paradigma

e Ifyou areinterested in Neuromorphic computing or Quantum computing, drop

me a line!

Conventional .

computers

L7
mimic 5

logical and
analytical
thinking

Transistor current [A]

mimic

the senses,
learning and
perception

Synapse conductance

o= P~C-V2.{

& 1 0.1
0 Discrete states,
s GHz switching

0.001

0 | 2 3 70 50 -30 . .
Gate voltage [V] Stimuli [mV]

Technology readiness?

Image by Fredrik Sandin, Lulea University

Quantum
processors
use quantum
superpositions
for probabilistic
inference

1)

Quantum
/] states




The Detectors of the Present
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The Detectors of the Future

e Optimize/learn by finding the minimum of a function £ : R — R

e Output represents performance on a physics goal or a constraint (e.g. cost)

Animation by Alec Radford



The Detectors of the Future

e Joint optimization yields in general different solution than optimization of
individual features

4 - ' Joint max \
3 ] '
Marginal max ‘

1 d
Sequential max
[y-=Xx]
1 d
'I] I I I

1] 1 2 3 4 5
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The Detectors of the Future

i

Backwards pass

Known
volumes
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MODE

e Creation (11.2020) and rapid expansion of the MODE Collaboration
https://mode-collaboration.github.io/

¢ Joint effort of particle physicists, nuclear physicists, astrophysicists, and
computer scientists

At INFN and Universita of Padova Dr. Tommaso Dorigo, Dr. Pablo De Castro Manzano, Dr. Lukas Layer, Dr. Giles Strong, Dr. Mia Tosi, and Dr.

Hevjin Yarar

At Université catholique de Louvain Dr. Andrea Giammanco, Prof. Christophe Delaere, Mr. Maxime Lagrange, and Dr. Pietro Vischia

At Université Clermont Auvergne, Prof. Julien Donini, and Mr. Federico Nardi (joint with Universita di Padova)

At the Higher School of Economics of Moscow, Prof. Andrey Ustyuzhanin, Dr. Alexey Boldyrev, Dr. Denis Derkach, and Dr. Fedor Ratnikov
At the Instituto de Fisica de Cantabria, Dr. Pablo Martinez Ruiz del Arbol

At CERN, Dr. Jan Kieseler 022

At University of Oxford Dr. Atilim Gunes Baydin

At New York University Prof. Kyle Cranmer 28 people

At Université de Liege Prof. Gilles Louppe 15 institutions 2019 4 :r?stpi:SE:)Ens
At GSI Dr. Anastasios Belias Expression of Interest

At Rutgers University Dr. Claudius Krause

for a synergic research plan of potential interest of the JENAS grou
At Uppsala Universitet Prof. Christian Glaser ynerg P P group

At TU-Ml'.]nchen PI’Of Lukas Heinrich and Ml' Max Lamparth T. Dorigo, D. Boumediene, C. Delaere, D. Derkach, J. Donini,
) . B
At Durham Univers‘lty Dr Patrick Stowe” A. Giammanco, R. Rossin, M. Tosi, A. Ustyuzhanin, P. Vischia,
. . . —— Coordinator
At Lebanese University Prof. Haitham Zaraket December 3, 2019

— Steering Board
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Artificial Brain



https://i.pinimg.com/originals/e3/fa/f5/e3faf5e2a977f98db1aa0b191fc1030f.jpg

Artificial General Intelligence?




Not yet.
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My efforts in the next years

Exploration of high-dimensional spaces via gradient descent, eventually
powered by quantum algorithms

Realistic neurons (spiking networks on neuromorphic circuits)

Applications to experiment design and to heart diseases

If you are interested in collaborating, drop me an email!
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