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PIC in numbers

Sept. 2023

CPU: 152 kHEPScore
Disk: 18.6 PB
Tape: 03.C PB L

DEEP UNDERGROUND
NEUTRINO EXPERIMENT

SURVEY

Spanish WLCG Tier-1 centre — ~80% of resources
— Provides ~4% of Tier1 data processing of CERN's LHC detectors ATLAS, CMS and LHCb

¥ of the Spanish ATLAS Tier-2 and a Tier-3 ATLAS data analysis facility — ~10% of resources

T2K and DUNE [neutrinos], MAGIC and CTA [gamma-ray astronomy], PAU and EUCLID [cosmology],
VIP [instrumentation], opportunistic access to LIGO/VIRGO [gravitational waves], among others...
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158 compute nodes (12000 slots), under HTCondor v.9.0.17

— Very old hardware switched off last winter (10% HEPScore CPU reduction)
— New purchases:
- 32 servers with AMD EPYC 7452 32-core processors (4096 vcores - 11.8 HEPScore/vcore)
- 24 servers with AMD EPYC 7502 32-core processors (3072 vcores - 12.8 HEPScore/vcore)
— 100% of compute nodes in dual-stack
— Some compute nodes migrated from CentOS 7 to AlmaLinux 9 (and HTCondor v10)

2x HTCondor-CE v5.1.6-1.el7
2x ARC-CE v.6.17.0-1 (used by ATLAS and LHCb as HPC gateways - see later)

HTCondor setup in PIC is compatible with SciTokens. LHC experiments submitting jobs to our
HTCondor-CEs using tokens

18 GPUs available: via JupyterHub and (direct) acces by some VOs, also available through Grid

— 8 GeForce RTX 2080 Ti, 8 Tesla V100-SXM2-32GB, 2 GeForce GTX 1050 Ti

IberGrid 2023 - PIC status report [J. Flix]



PIC disk storage P

~18.6 PB running on dCache 8.2.30

— New pools acquired to replace obsolete pools and increase capacity:
* 15x SuperStorage SSG-6028R-E1CR24N: 24 HDD SAS*18TB (~360 TB neto) and 2x25Gbps NIC

— dCache pools in dual-stack
— TPC enabled for HTTPs and XRootD and token authentication (PIC in DOMA testbeds)
— dCache DDBB upgraded to PostgreSQL14

StashCache deployed as docker container (OSG repo) for Virgo/Ligo

— 3.2 TB - 95% occupancy
— Running XRootD 5.4.2 (OSG 3.6)

xCache deployed (OSG repo) for the CMS experiment

— 6TB disks (RAID6-175 TB). 48 cores E5-2650L v3 (HT enabled). 128 GB RAM. Bonding active-active 10 Gbps - 95%
occupancy

— Running XRootD 5.5.1

— Caching *AOD* files off-site, also acting as XCache for the Spanish CIEMAT Tier-2 site



PIC Ceph and NFS

Ceph Nautilus platform deployed on 2019

— 400TB net capacity
— Refurbished old HW adding SSD, memory and network interfaces

— Cephfs and RBD
Ceph Quincy platform deployed on June 2023

— 2PB net capacity. Pools configured with Erasure Code (k=8,m=2)
— 4 head nodes (mons, mgr, mds, etc) & 12 OSDs (AMD 7443P, 256G
RAM, 50 Gbps, 16HDD 18T, bluestore on NVMe)

— CephFS, RBD and S3 (testing)
* scratch data, RBD dCache images, kubernetes storage
** Ceph Nautilus data being migrated to this platform (90% completed)

NFS

— 200TB with backups
— Single server (5SG-6028R-E1CR24N)

— External snapshots on old servers
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Expansion of the new tape library A Ber

NEW

IBM TS4500 (64 PB capacity):

— 5 frames (L55+D55 + 3xS55) + 10 LTO8 drives + 11 LT09 drives

— 4.8 PB capacity installed with cartridges LT07 M8

— 58.4 PB capacity installed with cartridges LT08

— 2x frames and a second robotic arm to be purchased, which will
increase system redundancy

Qs ———
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§
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R

seewzes=  This library is growing to host future data

RETIRED

e counToomn secs.- — It hosts new data and data migrated from SL8500 library (finished)

— Dedicated drives, frames and cartridges installed to handle this

5L8500

PIC currently runs Enstore 6.3.4-14 (CentOS 7)

— We started testing CTA as a potential replacement
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200 Gbps network at PIC Az

Successful network upgrade from 20 Gbps to 200 Gbps (29" June 2021)... But, the GEANT - REDIRIS (NREN)
connection were not migrated at 100 Gbps at that time due to lack of hardware.

- March 2022: the LHCONE was upgraded from 10 Gbps to 50 Gbps (used NOTED to load-balance LHCOPN with LHCONE)
- November 2022: the LHCOPN was migrated from 10 Gbps to 100 Gbps (switched off NOTED)

-January 2023: the LHCONE was upgraded from 50 to 70 Gbps

-January 2023: new VLANS for IPv4 and IPv6 CERN-PIC traffic deployed in the LHCOPN

-July 2023: the LHCONE was upgraded from 70 to 100 Gbps

PIC - Port d'Informacié Cientifica @pic es - Jan 21 o

A Network traffic in&out of PIC a couple of days ago, peaking over 120 Gbps.
This is Distributed High Throughput Computing #DHTC in action. Thanks
@LaRedIRIS @CSUC_info and @GEANTnews for enabling our high speed
#network for #sciencedata!

100 Gb/s
50 Gb/s

0b/s -

Saturations in -50 Gb/s
the LHCOPN are

solved!
-100 Gb/s

-150 Gb/s
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00  04:00

== in Mean: 27.5 Gb/s out Mean:-19.0 Gb/s

) 13 3 ® 10 ihl 280 X
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Integration of BSC CPU resources Az

In 2020 BSC designated LHC computing as a strategic project
e Agreement promoted by WLCG-ES community and funding agency

Allocations* of up to a 7% share of MN4 for LHC [100M coreHours max/year]

e ~/0M coreHours/year

* Submission of proposals for time allocation every 4 months

Potentially, very significant contribution
for LHC computing in Spain

e Comparable e.g to all ATLAS+CMS+LHCb
simulation needs in the country

IberGrid 2023 - PIC status report [J. Flix]




Use of the BSC resources through PIC A za

The LHC experiments have utilized 95 million hours of resources at the Barcelona Supercomputer
Center (BSC) MareNostrum4 HPC facility through services installed at PIC since 2020

This corresponds to an average installed capacity of approximately 50 kHS06, representing around
30% of the current grid resources deployed at PIC for the LHC experiments

The new period, 2023-P2, started in July 152023

ATLAS CMS LHCb
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Use of the BSC by ATLAS through PIC A B
YAlLAS Az @

MareNostrum4
Production System Tier4
Prodsys; SLURM
PIPELINE et
v Singularity

Job Management

- b -
Data Distribution

. > Grid Data Storage D
(Rucio)

Submitting ATLAS payloads to BSC from PIC Tier-1 since 2018, in production since 2019
Using two ARC-CEs at PIC to interconnect MareNostrum and ATLAS production system

Only simulation workflow validated - singularity containers, pre-placed at MareNostrum GPFS

~15 million hours approved and used at BSC every year by ATLAS through PIC gateways
Other gateways available at the Spanish ATLAS Tier-2s

— At CHEP2021 proceedings ( )
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https://www.epj-conferences.org/articles/epjconf/abs/2021/05/epjconf_chep2021_02021/epjconf_chep2021_02021.html

Use of the BSC by CMS through PIC A B

[ (2)

PIC Barcelona
port dinformacié Supemompuf ing
C|em|f|co Center
(b) Centro Nac de Supercomputaci

Submit : '
pilots PIC — PIC Bridge Submit
""""""""" 7 cE ~|_Pilot job service jobs___-
/\BSE) b ,/’ééh
Register ~ _____.----- ---1 startd Submi{[ter
payloads startd__--- <kt /
-7 ch Request
ondor tanster __ | D@ BSC Slurm

HTCondor Starf\er'1 T System batch system

global pool payload/status

output

starter-2

payload/

(a) CMS resource requests submission to PIC (pilot job)
(b) Bridge node acquires resources at BSC for CMS tasks
(

then to BSC starter via sshfs for job execution

(d) Upon task completion, output sandbox back to CMS
schedd, while output dataset copied to PIC storage (DTS
acting as third party copy manager)

c) Input sandbox transferred from CMS schedd to PIC startd,

status

_Bsc

Compute

payload/
status

PIC storage
element

PIC and HTCondor team collaboration to use a
— At CHEP2021 proceedings (link) shared FS as control path for HTCondor

IberGrid 2023 - PIC status report [J. Flix]
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https://www.epj-conferences.org/articles/epjconf/abs/2021/05/epjconf_chep2021_02020/epjconf_chep2021_02020.html
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Use of the BSC by CMS through PIC A e

12.5k cores used by CMS @ BSC (~8% of BSC CPUs)
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Current status

- Running in operations (CMS Simulation workflows GEN-SIM)

- Result of the PIC and HTCondor team collaboration to use a shared FS
as control path for HTCondor

- Interaction with BSC execute nodes through the login node, mounting the
shared FS through sshfs and sending jobs to the Slurm scheduler via ssh.
Slurm jobs launch a HTCondor slot that joins the CMS Global Pool

- Using cvmfs_preload to bring cvmfs CMS files to BSC. Two weeks to copy
~37M files (13 TB), at first injection. cvmfsexec used to build the cvmfs file
structure

- Stage-in/out + Data Transfer Manager designed to transfer input and
output data from/to PIC (xRootD server in singularity images)

- Integrated with WMAgent @ CERN - Accounting to APEL ongoing
- A new grant of (typical quarter allocation for CMS)

— At CHEP2021 proceedings (link)
— At ISGC 2022 (link)
— At CHEP2023 (link)
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Use of the BSC by LHCh through PIC pr

LHCb used similar technical implementations as ATLAS (ARC-CE02.PIC.ES) to exploit BSC
resources - submitting grants to BSC as ATLAS and CMS, and modified DIRAC for the purpose

ce13.pic.es:9619/ce13 pic.es-condor 8399 1125 14,649 14744 14141 12499 24,009 1443 7968 121,965 34.34%
ce14.pic.es:9619/ce14 pic.es-condor 8,251 11252 14314 1331 14,008 12116 24112 13,654 10358 121434 A2%
giftp://arc-ce02.pic.os:2811/jobs 1 0 3 0 0 0 0 0 0 4 0%

httos://arc-co02.pic.es:8443/arex 13640 16418 8308 16836 463 15714 21,962 9,381 8929 111,657 3144%

IberGrid 2023 - PIC status report [J. Flix]
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PIC JupyterHub
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Web browser

JupyterLab session

Z File Edit View Run Kernel Tabs Settings Help
+ c Mifix |EPIX EPIX |ECIX |EPIX |ECIX |EHPIX |EPIX |EPIX | EPIX | ECX  ECX | ECIX
Web browser -
N . B8 / DOMA / ipynb / B + X [0 [ » m C Markdown v Python3 O
(https://jupyter.pic.es) Name R Last Modified plt.bar(y_pos, yp, align='center’, alpha=0.5, color=cl)
o plt.xticks(y_pos, objects)
B data 10 months ago plt.ylabel('Nr. of files accessed')
o | ° [P CIEMAT Data_Lifetime.ipynb 7 months ago plt.title('File Accesses T1_ES_PICx - 1 year (All FILES)')
15 - plt.yscale('log', nonposy='clip')
Midinornacie Home  Token jflix | @ Logout o [l CIEMAT DataPopularity.p... 7 months'ago plt.text(0.7+Bins, 0.7#np.max(yp), "$\mu$ = {0:.2f}".format(mean), fontsize=4@,bbox=dict(fa
icenice %  [A] CIEMAT_Datelntervals.ipynb 7 months ago plt.text(0.7%Bins, 0.48%np.max(yp), "Nr. of accesses = {}".format(naccesses), fontsize=13)
. R plt.text(0.7*Bins, @.38%np.max(yp), "Nr. of files = {}".format(nfiles), fontsize=13)
(5] CIEMAT FirstAccess-Copy.. alysanagy plt.text(0.7*Bins, @.3xnp.max(yp), "Nr. of files not accessed = {}".format(int(yp[@])), fon
© [A] CIEMAT_FirstAccess-Copy... 7 months ago plt.text(0.7%Bins, 0.24%np.max(yp), "Nr. of files not accessed and deleted = {}".format(int
Server Options 3 <[ CIEMAT FirstAccess.ipynb 7 months ago plt.show()
[ CIEMAT_LastAccess.ipynb a year ago File Accesses T1_ES_PIC* - 1 year (All FILES)
Select custom options for your profile W custom.ipynb ayesr ago
Memory (RSS) [ Data_Accesses_General.ip... ayear ago
2GB [ Data_Popularity.ipynb ayear ago " e of accesses = 9200707
10¢ e of fles = 4360910
CPUS « [ PIC_CacheSim.ipynb 7 months ago e of fles not accessed = 829510
Nr_of fles not accessed and deleted = 6664287
1 7 PIC_Data_Lifetime.ipynb 7 months ago
- s
GPUS © (W] PIC_DataPopularity.ipynb 7 months ago
« [A PIC_Datelntervals.ipynb 7 months ago
°
0 [/ PIC_FirstAccess.ipynb 7 months ago ﬁ
o [ PIC_LastAccess.ipynb 7 months ago g10°
&
. V\ PIC_Transfers.ipynb 7 months ago "
User options HIConddr :
High Throughput Computing S
=
Experiment | cms
10*

01 2 3 45 6 7 8 91011121314 1516 17 18 19 20 21 22 23 24>25

running HTCondor slat, and can execute multiple natebooks

Data popularity T1_ES_PIC_Disk

[l cur = conn.cursor()

1T 12 @8

Terminal session for the users. They can use their own Python environments



PIC JupyterHub: Dask integration

Dask scales data science libraries like Numpy

and Pandas to multiple machines

Based on low level task parallelism, allowing

parallelization of custom codes

Integrated into Jupyter so the user can start

and monitor a cluster from the GUI

The started cluster request PIC resources
through HTCondor

The adaptive cluster size can scale up and

down based on the workload

IberGrid 2023 - PIC status report [J. Flix]
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C @ jupyter.pic.es/user/eriksen/labjtree/nfs/pic.es/user/e/eriksen/proj/dask/Untitled27.ipynb

File Edit View Run Kemel Git Tabs Settings Help
GPU UIILIZATION

GRAPH
GROUP PROGRESS
GROUPS
MEMORY BY KEY
NPROCESSING
OCCUPANCY
PROFILE
PROFILE SERVER
PROGRESS
SCHEDULER SYSTEM
TASK STREAM
WORKERS
WORKERS CPU TIMESERIES
WORKERS DISK
WORKERS DISK TIMESERIES
WORKERS MEMORY
WORKERS MEMORY TIMESERIES
WORKERS NETWORK
WORKERS NETWORK TIMESERIES

WORKERS TRANSFER BYTES

CLUSTERS C  + NEW

SecureHTCondor 1
S

s: tls://192.168.100.18:35389
ttp://192.168.100.18:8787/status

" ® Untitled27.ipynb X |+
B + X

Launch dashboard in JupyterLab

» Scheduler Info

import dask.array as da
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xd = da.random.normal(10, ©.1, size=(36_600, 36_000), chunks=(3000, 3000))

xd

Array Chunk [t

Bytes 671GiB  68.66MiB [ [ [ ||

Shape (30000, 30000) (3000, 3000)
Daskgraph 100 chunks in 1 graph layer

Data type float64 numpy.ndarray

(xd**2) .sum() . compute()

9000006611.066734

30000
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Build your.own Universe |
Interactive d‘ata' analysis of massive ‘cosmological data withouit any SQL kn'(_)wledg'e '

L -

L . -

Billions of observed and Superfast queries means Features to make you e “Online plotting pre\iievsi k
simulated galaxies superfast results - work faster and easier - and data download
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CosmoHub: new Hadoop Cluster P

30 nodes:

e 720 cores, 15 TiB RAM
e 60 TB NVMe (for cache) 100GbE 100GbE
e 4.3 PBraw storage (2.5 PB usable) Z .

4x100GbE —— 48-port switch

48-port switch

Main use cases:

e CosmoHub query processing

E | . d k I I w SATA 12TB | SATA 12TB | SATA 12TB | SATA 12TB pla w
Q i - | - o
1 ucli moc ga axy cata ogs O = 22 SATA 12TB | SATA 12TB | SATA 12TB | SATA 12TB 2|92 | =0
HTCondor backfilli ially suited for & SHIIE
° ondor backriliing, specially suited ror  « SATA 12TB | SATA 12TB | SATA12TB [SATA12TB | |2 | 2| |
ephemeral/adaptive Dask clusters
x 30
L SATA 12TB | SATA 12TB | SATA 12TB | SATA 12TB gla
) e —] SEA(;;B SATA 12TB | SATA 12TB | SATA 12TB | SATA 12TB é’ g —
Sen e m e Convocatoria 2021 de ayudas para la adquisicién de equipamiento cientifico-técnico S >
_ -quipamien Claster Hadoop para la gestion integral de datos cientificos masivos” (EQC2021-007479-P) SATA 12TB | SATA 12TB | SATA 12TB | SATA 12TB z z
ASENCA cientifico — técnico Funding granted: 401k€
ESTATAL Dt

INVESTIGACION " pr
3
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The new PIC Science Platform A

Coordinating “Linea 8: Computacidn, big data e inteligencia artificial” of the Plan Complementario
de Astrofisica y Fisica de Particulas (2022-2025)

v < i Gene o Catalunve
ynlé Europea ‘ir g T nnnnnnnnnnnnnnnnnn . Generalitat de Cataiunya
'ons EUropeu s e Transformacién W Next Generation et de Recerca
- Next Generation - '%9- ** N ¥ Resilienci 3 ® C it

Developing of a science platform to efficiently analyze multi-messenger astronomy data

Expanding the CosmoHub application into a Science Portal: will allow access to multi-messenger
data and analyze it using different tools: e.g. Jupyter notebooks, SQL, Visualization tools, etc...

Step 5b: Guided Tasks - Run predefined complex functions (Experimental)

@ Clustering ® HoD B Photo Z

ng is Treecorr 2

amples shown in "Step 0: Datasets" have been tested and run properly. However given that this is a proof of concept we are not confident about using it in other scenarios.
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Spanish Supercomputing Network (RES) 4%

National HPC network created in 2007 (BSC coordinator - owns >90% of resources)

In 2019 the Ministry broadened RES scope to include data services. PIC applied to
an open call to add new data nodes and now is part of the RES since Sep 2020

RES resources are allocated through periodic competitive open calls

3 open calls for RES data projects (2021,2022, and 2023)

- 7 projects got space allocations at PIC

— ATLAS, CMS, PAUS, MAGIC

— Bioimaging (ICFO)

— Earth Modelling (USC) - backup
— Genomics (IBB/UAB)

As part of RES, PIC is now in the Rl map for Spain

" www.res.es

Natural forum for HPC-HTC workflows development '.}

IberGrid 2023 - PIC status report [J. Flix]
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http://www.res.es

PIC enters the ICTS map (2022) Az

PIC has been included in the new map of the Singular Scientific and Technical
Infrastructures (ICTS) of Spain, as a node of the Spanish Supercomputing Network (RES)

The inclusion of PIC in the new ICTS map* is a milestone, as it will open up new funding
opportunities with other spanish research groups facing data analysis challenges

@-CESGA uc
©~SCAYLE

©-NASERTIC

BSC-CNS
UZ-®  csyc. =
PIC g

CIEMAT-@-UAM

~COMPUTAEX
.\CIEMAT

www.res.es X ) )
More information on [FAE News

IberGrid 2023 - PIC status report [J. Flix]
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New applied Al group Az

New scientific group at PIC from autumn 2022

Works on deep learning in different fields, aiming to developing synergies

Ongoing work in cosmology, material science, bio imaging and quantum computing
Collaboration or interactions with theory, GW and neutrino groups

Teaching of deep learning methods

Involved in developing infrastructure, like the Dask integration

Martin Eriksen Laura Cabayol Antoni Alou

[Group leader] [Post. Doc.] [Quantum technician]
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InCAEM Project

In-situ Correlative Facility for Advanced Energy Materials

Correlative in situ experiments combining (S)TEM
(Scanning Transmission Electron Microscopy),
AEM/STM (Atomic Force Microscopy / Scanning
Tunneling Microscopy) and synchrotron radiation

Structure <« Function
Operando & in situ
Multi-modal & multi-lengthscale analysis

Advanced data analysis: HPC/HTC, deep learning,...
PIC will collaborate with ALBA Synchrotron to build
and provide the computing infrastructure for data
handling and analysis

https://www.icmab.cat/incaem-workshop-at-alba-synchrotron-on-advanced-materials-imaging

Unié Europea Plan de Recuperacién, L Generalitat de Catalunya
Fe uropeu

L@ , HE iy
ons Euro| 5%—;- GOBIERNO T Transformacién M Next Generation Departament de Recerca
Noxt Generation  MOS PEEFAA Wy Resiliencia ] Catalunya Yl i uﬁive,sitats



https://www.icmab.cat/incaem-workshop-at-alba-synchrotron-on-advanced-materials-imaging

Quantum Spain Project Az

PIC participates in Quantum Spain project to deploy a
quantum computer in Spain. Part of the future user
support team

) Quantum
" SPAIN

Promoted by the Ministry of Economy through the Secretary
of State for Digitization and Artificial Intelligence and
financed with the Recovery Funds

20
| digital ¥/
Budget: €22 million
Execution: 01/01/22 - 31/12/25 E% 1

Financiado por
la Unién Europea
NextGenerationEU

Goa|S Plan de Recuperacion,
Transformacion
W v Resiliencia

e Acquisition and installation of a quantum computer based on m
superconducting qubits technology y -
e Create a remote access system in the cloud SUSERSCHPU-ACIEN

e Develop useful quantum algorithms, applicable to real problems

https://guantumspain-project.es/en
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Lot of work done at PIC to get prepared for future, which included a major migration
to a new tape storage system and a upgrade/re-design of the WAN connectivity

Integration work done to use a fraction of BSC CPU resources for ATLAS, CMS and
LHCb experiments through PIC gateways

PIC is part of the national Data services RES nodes and it is included in the ICTS map
since March 2022

PIC center getting reinforced in the support for other scientific disciplines. PIC
selected as one of the four CTA data centers, collaboration with ALBA for material
sciences, ...

Increased funding obtained from equipment calls and complementary plans.
Additionally, the LHC project is financed with additional MRR funds for the next 3 years

IberGrid 2023 - PIC status report [J. Flix]
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