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BigHPC consortium
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BigHPC platform overview
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Monitoring backend - Overview

External VM

● Monitoring probe inside compute nodes responsible for collecting and pushing metrics

● Aggregator of metrics from several probes

● SQL based database with support for PromQL queries

● Visualisation dashboards
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Virtualization Manager - Architecture
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● Improve storage performance and management for HPC services
○ Ensure Quality of Service for I/O-intensive jobs
○ Alleviate I/O pressure at the shared parallel file system

● Key design features
○ Target both Big Data and Scientific workloads
○ Transparent to applications
○ Agnostic of the underlying storage resources

(e.g., local and shared file systems)

● Based on the Software-Defined Storage paradigm
○ Data plane stages manage per application I/O requests 
○ Control plane ensures holistic coordination across

data plane stages

Software-Defined Storage - Overview
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Development Challenges
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Integration: delivery workflow over testbeds
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Integration: continuous development

● We use Gitlab cloud platform to create the pipelines to automate all the procedures between issue and code 
management.

● All the tests are conducted over Gitlab CI pipelines 
using the provided tools. The output of those tools 
are summarized in a report accessible from the 
pipeline job interface.
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https://gitlab.com


Integration: continuous development

● Create a new project in Gitlab
● Add pipeline from template
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Integration: continuous development
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Integration: continuous quality assurance

Involved development and operation domains on the continuous loop:

● Testing, Validation and Delivery
● Deployment and Analysis
● Management and Monitoring
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Integration: testing, validation and delivery

Validation is completed in three steps:

● tools running over the pipeline pass the defined tests
● reports are validated by the developers and operators
● merge requests are approved and a new release delivered
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Integration: deployment, analysis and monitor
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Integration: pilot overview using GitOPS
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BigHPC platform interfaces
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Takeaways

● Unified framework for running parallel and Big Data jobs at HPC centres 

● Container-based solution to ease portability and deployment

● Storage QoS policies to ensure fairness and avoiding I/O bottlenecks

● Monitoring and visualization tools to understand cluster’s utilization
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Questions and Answers time

Thank you for your attention!

More details at: https://bighpc.wavecom.pt/ 

Contact: info.bighpc@wavecom.pt 

https://bighpc.wavecom.pt/
mailto:info.bighpc@wavecom.pt
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