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I started with this as it might be

the simplest value for the AI to

guess.

An human who saw the graphic of the

spectrum would know something about the

homogeneity just looking how neat are

the peaks. We want the AI to do that too.

W h a t  d o  w e  w a n t  t o  c h a r a c t e r i z e ?

Thickness of the Target

Material

Homogeneity of the target

Two targets with different materials and

thickness can create the same spectrum,

so one of them has to be a known

variable. The material is to be given as a

parameter.



How is the thickness being calculated?

It's a very precise method, but takes a lot of time

Manual calibration with a reference spectrum

Representation of the spectrum

Searching for the start and end of the peaks

Interpretation of the results 

It is necessary to know some values such as density or stopping power



Why us ing AI
We don't need a real
person to do all this
process

Fast results

Good way to get
intuitive results

Eliminates middle
steps, we get directy
the results
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Very easy to use



How  doe s  i t  wo r k



H y p e r p a r a m e t e r s

Number of layers and neurons

Epocs: how much the data is “seen”

Activation functions

Learning rate



Alpha MC is a Monte

Carlo program for

simulations of fast

alpha particle

transport in complex

geometries 

Alpha MC
When training AI

we need big

amounts of known,

controlled data. 

We use simulations

We can desing our

target by giving it's

geometry and

material to AlphaMc

Then we run the

simulation of the

alpha particles

colision with the

target



Automation of AlphaMC



Automation of AlphaMC

Labels
(thickness)

Spectrums

Clean 
Spectrum



First steps making the IA

Three spectrums
Ten spectrums

One spectrum

Very simple networks
to decide the

hyperparameters 

More data
(didn’t work)



Too complex

 SIMPLIFICATION

GIVING THE WHOLE SPECTRUM

TO THE NETWORK WAS LEADING

TO INCONCLUSSIVE RESULTS.

Analyze the spectrums

partially
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It seems it would
eventually converge with

more data
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Mean error
with one

peak:

Mean error
with  two

peaks:

45,84 nm 45,14 nm
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When does it stop working?



Each train would get
very different

results, even using
the same data and

network 

For each set of
data I would use
the best adjusted
one after a few

trials



The network

I’m using 100 
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relu
sigmoid
sigmoid
sigmoid

relu
relu
relu
relu
relu
relu
relu

Epochs: 1000,100,30
Batch size: 5



ThanksThanksThanks
Questions?


