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Introduction



Soft Sensor 
Applications ● Prediction of variables in real time that 

cannot be measured by physical sensors.

● Detection and diagnosis of failures during 
the process.

● Reduce expenses related to the process 
control.



Project Goal



Variable Selection
● Decreases over-fitting
● Improves Accuracy
● Reduces Training Time

Pearson Correlation: Quantify linear 
dependence between two or more variables. 
Values ranging from -1 to 1:

Pearson Correlation



Variable Selection
Create new variables to introduce non 
linearity to the model:

● x²
● √x
● 1/x
● xi*xj

Feature Expansion



Variable Selection

● Without VS
● With FE
● With FE and 3 different 

Pearson Correlation 
thresholds



Multiple Linear 
Regression Uses several independent variables to predict a 

response variable (dependent).

Assumes a linear relation between 
independent variables.



Ridge Regression
Prevents overfitting.

Uses the L2-norm.

Reducing the model parameter through a 
penalty term, λ. 

● λ = 0 : same result as MLR
● high λ : smaller parameter β 

(under-fitting)



Least Absolute 
Shrinkage and 
Selection Operation

Uses shrinkage: data values are shrunk 
towards a central point.

Identical to RR but uses the L1-norm.

Less important variables can have null 
parameter.



Elastic Net
Combines capability of variable selection 
(LASSO) and a better prediction performance 
(RR).

● 𝛼: strength of each penalty term
● λ: controls the trade-off between variance 

and bias.



Support Vector 
Regression

Minimize hyperplane coefficients for fixed error

● ε: fixed maximum error
● 𝜻: slack (deviation from the margin)
● C: strength of 𝜻 parcel



Support Vector 
Regression

● 𝛼: Lagrange multiplier
●  K: kernel function

○ linear
○ rbf



Datasets

Dataset 1:

● Name: Concrete Compressive Strength
● y = concrete_compressive_strength
● |X| = 8

Dataset 2:

● Name: Auto-Mpg Data
● y = mpg
● |X| = 7

Dataset 3:

● Name: Box–Jenkins Gas Furnace
● y = y(t) (Carbon Dioxide)
● |X| = 8

Dataset 4:

● Name:  Water Treatment Plant
● y = y(k) (fluoride in the effluent)
● |X| = 55



Métricas para avaliar os resultados

R² - Coefficient of determination

close to 1: good fit

RMSE - Root Mean Squared Error

low RMSE: good fit



Pseudo Code



R² results



RMSE results



Conclusions
● SVR with rbf kernel has, generally, the 

best results

● Feature Expansion improves the metrics

● A high Pearson Correlation (with feature 
expansion) can lead to worse results

● Datasets with few variables and delays 
(D3 and D4) applied work best with 
simpler model but show low variance in 
results 



Future Work
● Test other variable selection methods (as 

Mutual Information and Fast Tracker)

● Test other training model (GMM - 
gaussian mixture model)

● Use another dataset with similar 
properties as the first 2


