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FISHER vs BAYES



Breast cancer prevalence is quite low, with only 1.4% of women 
having it

If a  woman does not have cancer (NC) the probability of having a 
positive (+) mammogram is 10%

If a woman has cancer (BC), it will be detected by the mammogram 
75% of the time

What is the probability of having cancer, given that the mammogram 
was positive?

Adapted from The Signal and the Noise, Nate Silver, Penguin Books

FISHER vs BAYES



Statistics for the Big Data Era , Emmanuel Candès, https://www.ljll.math.upmc.fr/IMG/pdf/ljll170314candes.e-mc1-5.5mo.pdf

FISHER vs BAYES



True Positives  79%

Adapted from The Signal and the Noise, Nate Silver, Penguin Books

FISHER vs BAYES



P(A|B)=P(B|A)P(A)/P(B)

Breast cancer prevalence is quite low, with only 1.4% of women having it

If a  woman does not have cancer (NC) the probability of having a positive (+) 
mammogram is 10%

If a woman has cancer (BC), it will be detected by the mammogram 75% of the 
time

What is the probability of having cancer, given that the mammogram was positive?

P(BC|+)=P(+|BC)P(BC)/P(+)  0.1

FISHER vs BAYES



FISHER vs BAYES
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FISHER vs BAYES

You have a randomly selected sample.
The sample is significantly smaller that the population.
The variable in question has a Normal distribution.
We “know” the population standard deviation.

http://blog.minitab.com/blog/statistics-and-quality-data-analysis/large-samples-too-much-of-a-good-thing



FISHER vs BAYES

P(detecting an effect when there is none) = a     

P(detecting an effect when it exists) = 1 – a    

P(detecting an effect when it exists on every experiment k) = (1 – a)k

(k=50) 

P(detecting an effect when there is none on at least one experiment) 
= 1 - (1 – a)k
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0.05

0.95

0.077

0.932
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FISHER vs BAYES

“So why did Fisher dismiss the theory? One reason may have been that he was a paid 
consultant of the tobacco companies. Another may have been that he was a lifelong smoker 
himself. And Fisher liked to be contrarian and controversial, and disliked anything that 
smacked of puritanism. In short, he was biased, in a variety of ways.”



Should we have hypothesis?

“All who drink of this remedy recover in a short time except 
those whom it does not help, who all die”

“It is obvious, therefore, that it fails only in incurable 
cases.”

Galen

Randomized control trials
Training and testing
Validation



NEW TOOLS, OLD STATS I



Manhattan plot for RA GWAS meta-analysis. Statistical strength of association (-Log10P) is 
plotted against genomic position with the 22 autosomal chromosomes in different colors. 
The blue horizontal line indicates the genome-wide significance threshold of P = 5 × 10−8; 
the red line is a threshold for “suggestive” association (P = 10−5). SNPs at 5 of 29 loci 
known from previous studies (gene symbols shown), and one of the 10 new loci identified 
in this study (marked by red triangles), achieved genome-wide significance in this meta-
analysis (prior to the replication phase of the study). Over 200 SNPs representing 35 loci 
achieved P <10−5, versus roughly 10 expected by chance.

Stranger BE, et al., Progress 
and Promise of Genome-
Wide Association Studies for 
Human Complex Trait 
Genetics, Genetics, 2011

NEW TOOLS, OLD STATS INEW TOOLS, OLD STATS II



1. We don’t need hypothesis
2. We often don’t have samples
3. Old statistics, new methods

NEW TOOLS, OLD STATS INEW TOOLS, OLD STATS III



https://hsm.stackexchange.com/questions/264/
timeline-of-measurements-of-the-electrons-
charge

We have learned a lot from experience about how to 

handle some of the ways we fool ourselves. 

(…) Millikan measured the charge on an electron by an 

experiment with falling oil drops, and got an answer 

which we now know not to be quite right. It's a little bit off 

because he had the incorrect value for the viscosity of 

air. It's interesting to look at the history of measurements 

of the charge of an electron, after Millikan. If you plot 

them as a function of time, you find that one is a little bit 

bigger than Millikan's, and the next one's a little bit bigger 

than that, and the next one's a little bit bigger than that, 

until finally they settle down to a number which is higher.

Why didn't they discover the new number was higher 

right away? It's a thing that scientists are ashamed of—

this history—because it's apparent that people did things 

like this: When they got a number that was too high 

above Millikan's, they thought something must be 

wrong—and they would look for and find a reason why 

something might be wrong. When they got a number 

close to Millikan's value they didn't look so hard. And so

they eliminated the numbers that were too far off, and did 

other things like that”

Richard Feynman “Surely you’re joking Mr. Feynman!” 1997

NEW TOOLS, OLD BIAS III
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CAN WE VALIDATE THEM?



CAN WE VALIDATE THEM?

Thinking: Readings in Cognitive Science, (1978) edited by P. N. Johnson-Laird, P. C. Wason, page 26.
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RARE EVENTS



SAME AS THE PAST



Nassim Taleb

SAME AS THE PAST



Nassim Taleb

4000

SAME AS THE PAST



IT ALWAYS GIVES A RESULT
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BIASED DATASETS
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Adapted from The Signal and the Noise, Nate Silver, Penguin Books

BIASED DATASETS



Kadambi, Achieving fairness in medical devices, Science Apr 2021

BIAS
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Anchoring Effect

How happy are you with your life?

How many dates did you have last month?

HUMAN BIAS



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

BIASED DATASETS



- Particularly likely to falsely flag black defendants as future criminals, wrongly 
labelling them this way at almost twice the rate as white defendants.

- White defendants were mislabelled as low risk more often than black defendants.

BIASED DATASETS



BIASED DATASETS



BIASED DATASETS



Workplace

Outdoors

Data Source: Google Mobility Reports

LESSONS FROM PANDEMICS
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TARGETTING



WILL IoT HELP US BECOME HAPPIER?

INTERNET OF THINGS



https://www.nature.com/articles/s41598-017-12961-9
@mjoanasa

@DPolicyLab

ETHICAL CONCERNS



@mjoanasa
@DPolicyLab

DIGITAL REVOLUTION



DIGITAL REVOLUTION



WE CREATED A MACROSCOPE

DIGITAL REVOLUTION



WE CREATED A MACROSCOPE

DIGITAL REVOLUTION

- SECURITY BREACHES
- PRIVACY CONCERNS
- ETHICAL CONCERNS
- DATASET BIAS
- ALGORITHMIC BIAS
- INSTRUMENTATION BIAS
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WHAT CAN BE DONE?

1. ACCEPTANCE – We have a problem

2. TRAINING – Like today

3. INCLUSION AND DIVERSITY – In teams, projects, etc

4. AUDITING – Know your data

5. DE-BIASING – When possible

6. TRANSPARENCY – If you can’t be right, be honest

7. INTERACTION – Teach, engage, change the ones, legislate



http://aequitas.dssg.io/

AUDITING



From the Industrial Revolution  to the Digital Revolution

Source: https://mjolner.dk/2015/01/14/realizing-the-fourth-industrial-revolution/

DIGITAL REVOLUTION



1833 UK 
Factory Act 

Source: https://mjolner.dk/2015/01/14/realizing-the-fourth-industrial-revolution/

1938 US Federal  Fair 
Labor Standards Act

1973: ILO Conference 

• 9 year old limit
• 9-13 yo should not work > 9h a day 
• 13-18yo should not work > 12h a day 
• Four inspectors

From the Industrial Revolution  to the Digital Revolution

DIGITAL REVOLUTION



Some myths
1. Models are neutral

2. More (data) is always better

3. If the model returns a highly likely results it must be true

4. ML models facilitate extrapolation

5. There is nothing we can do about privacy

MYTH BUSTING

Ask ourselves:
1. Am I using proxies and are they fare?
2. What happens if I get it wrong? What is the worst thing that can 

happen? – Punitive models
3. Can I update my model continuously?
4. Does the algorithm itself impact the results?



FURTHER READING

Popular reading on Data Science/Statistics/Social Physics:
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Random house, 2007.
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Penguin, 2014.
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Popular reading on AI risks
• Zuboff S (2019) The age of surveillance capitalism: The fight for a human future at the new 

frontier of power. Public Affairs, New York
• O’Neil C (2016) Weapons of math destruction: how big data increases inequality and 

threatens democracy. Crown Publishers, New York
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• Saleiro P, Kuester B, Hinkson L, London J, Stevens A, Anisfeld A, Rodolfa KT, Ghani R (20118) 

Aequitas: A bias and fairness audit toolkit
• Kadambi, Achieving fairness in medical devices, Science Apr 2021
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