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Motivation: Head Count

“Australia’s largest peacetime logistical operation”
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by

40,000

employees enumerating

) W‘T’ 2 4 million

people

10 mitiion
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The Census is Australia’s largest logistical exercise; it takes
seven years from commencement to final data release.
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items mailed

40,000 employees, incdluding
100 Remote Area Mobile
Teams visiting remote
communities, 1,000 staff
interviewing the homeless,
1,000 Address Canvassers,
30,000 door-to-door Census
Field Officers,

1,000 staff
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processing the data

scanning &

———— e —

Grid y Computacién
Altas Prastaciones

GRuCAP

1PV



Motivation: Trusting Your Partners

The Australian Bureau of Statistics,
through open tender, awarded IBM
a $9.6M a contract to implement
an eCensus solution for 2016.

ABS wisely tendered for services
to “Perform Load Testing” ($469K
out of which $325K was spent on
software licenses).

GRuyCAP

CNID:

Agency:

Publish Date:
Category:

Contract Period:
Contract Value (AUD):
Description:

Procurement Method:
Confidentiality - Contract:
Confidentiality - Outputs:
Consultancy:

Agency Reference ID:

Supplier Details
Name:

Postal Address:
Town/City:
Postcode:
State/Territory:
Country:

ABN:

CN2641301

Australian Bureau of Statistics
27-Oct-2014

Software maintenance and support
1-Oct-2014 to 31-Oct-2016
$9,606,725.00

Design, development and implementation of
eCensus Solution 2016

Limited tender
No
No
No
ABS2014.105

IBM Australia Ltd
8 Brisbane Ave
Barton

2600

ACT
AUSTRALIA

79 000 024 733
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Motivation: A Story in Three Acts

&Y, Malcolm Turnbull & |
¥ @TurnbullMalcolm

We filled in the @ ABSCensus tonight online - v easy to do. And
so important for planning better Govt services & investment for

the future
0327 11:17 AM - Aug 9, 2016 ]
O 1,475 people are talking about this >

https://twitter.com/TurnbullMalcolm/status/7629407638019891

21 0 & Narelle #FreePress
— @narelleford

@b_speclabilis @TumbuliMalcolm @ABSCensus
J20 211 PM- Aug 9, 2016

STILL WARITING TO DO THE
/;»-"'GENSIIS. 4 '

/

£ See @ Naralle #FroePress's othar Tweats >

https://twitter.com/narelleford/status/762984702915465216

Australian Bureau of Statistics &2
@ABSStats

The ABS & Census websites are currently experiencing an
outage. We're working to restore the service. We will keep you
updated. Thank you.

O 1,079 12:38 PM - Aug 9, 2016 @

© 1,956 people are talking about this >

https://twitter.com/ABSStats/status/762961251764805633

Given that millions of Australians can play Pokemon Go at once and it
doesn't crash is a good reason to outsource the census to Nintendo

& [miBeshrai(@lim:Beshars) Augusts; 2016 ngéMo
G0
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https://twitter.com/TurnbullMalcolm/status/762940763801989121
https://twitter.com/TurnbullMalcolm/status/762940763801989121
https://twitter.com/ABSStats/status/762961251764805633
https://twitter.com/narelleford/status/762984702915465216

Motivation: Official vs Unofficial

e Official Statement (13/10/2016) from the

Office of Cyber Security Special Adviser:

o [...] although the site withstood an initial DDoS
attack and was coping with over 7,000 census
forms a minute, a second and third attack took it
down

e Critics: The system was believed to have
been built on IBM WebSphere and run on
IBM Softlayer (on-premises Cloud) instead
of on a public Cloud.

Grid y Computacién
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Motivation: A Surprising Turn of Events ’

e A couple of students, without prior

I i How two Uni Students built a better Census
experience in AWS, developed a e S e bl o
serverless system over a weekend @ '===nn

supporting 4 times the workload W @
used to test IBM'’s system for $566 | '
S30
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https://eftm.com/2016/08/how-two-uni-students-built-a-better-census-site-in-just-54-hours-for-500-30752

Motivation: Standing on the Shoulders of Giants

& https:/twitter.com/werner/status/766599106387542016%lang=es

e How could these be possible?

e Students had used AWS Lambda,
a massively scalable serverless
platform for event-driven
computing.

e Serverless: Event-driven
computation on a computing
platform entirely managed by the
Cloud provider

& \:{'e:::r Vogels & Siguiondo
cool: QUT Students built an Australian
Census system for $500 that does not

#CensusFail eftm.com.au/2016/08/how-tw
... #AWS

20 - 16 ago. 2016 desde Brooklyn, NY
62 Rotweats 108 Mo gusta o ¢ Q a Fy 00"9
t 62 05 L

https://twitter.com/werner/status/765599106387542016
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https://twitter.com/werner/status/765599106387542016

Motivation: Long Story Short @

e |BM reportedly payed S30M to the Australian government as reports
are released from two inquiries into DDoS attacks on census website.
e PwC Australia operated Australian 2021 Digital Census on (quick poll):

s Azure Alibaba Cloud St IBM Cloud

Google Cloud Platform

o 1PV



Serverless Computing

<)

e Event-driven computing on highly-elastic services with fine-grained billing
managed by the Cloud provider.

Storage Compute Database

Gateways Queues Messaging
Amazon AWS Amazon Amazon API Amazon Amazon
s3 Lambda DynamoDB Gateway sQs SNS

$ ¢ 0 $

Internet of Things i

N Streaming Analytics User Management Machine Learning
AWS loT A y
Amazon Kinesis Amazon Amazon Machine
Cognito Learning

PV



il
4y,

SCAR - https://aithub.com/grycap/scar 77 @

e Framework to execution Docker-based applications in AWS Lambda
o Highly-parallel event-driven file-processing serverless applications that execute on
customized runtime environments provided by Docker containers run on AWS
Lambda (thanks to uDocker)
o Pioneered the usage of Docker containers in AWS Lambda since 2017 (native
support in AWS Lambda introduced end of 2020, now available in SCAR)
o Featured in the CNCF Cloud Native Interactive Landscape (>500 stars in GitHub):

https://landscape.cncf.io/serverless?selected=scar UDOCKER
e Integrated with API| Gateway for HT TP-based scalable endpoints
e |Integrated with AWS Batch for cloud-bursting into scalable virtual

HPC-based clusters (even with GPU support).

BE ANYWHERE
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https://github.com/grycap/scar
https://landscape.cncf.io/serverless?selected=scar

SCAR - Architecture

SCAR (client) Docker g

|
|
|
|
| AWS Batch ;
| I T Compute Environment
® run init cEtor : N\ __
pull - . !
, of 0 , B () rernaneaeeaas. YN :
¥ Lambea | - | JobQueuwe /| | [ :
Lambda function Tambda function instances 2\ ' - \ | Auto Scaling grou i
SCAR (Supervisor) : Amazon API Gatew_ey N D | | 4 /! \ : - 4 p i LLLLL
Lo /tmp \ 7 i \ ! 3 :
i }9 i | - , ! | =
@- == p el I | ! [ e i
-l | I \
’:) v /
D;Jser-qeﬁneq Qutputs Logs | ~ Fossmssssmsssme- '//“. Compute Environment
cker image in ~ Job Queue !
DockerHub : N [
~ |
~ [ \[ 1 h
| s Iv]||e | |
‘ S3 Received ‘ CloudWatch | /'/ ! i 11 . |
event ~ I @ i ! ! Auto Scaling group 1
|
S ! 1
- Streams | E Lo Cs i
5 | AmazonS3 [ mmmmmemee e '
I bucket |
Joutput |
|
|
|

Pérez, A., Molté, G., Caballer, M., & Calatrava, A. (2018). Serverless computing for container-based architectures. Future Generation
Computer Systems, 83, 50-59. https://doi.org/10.1016/j.future.2018.01.022
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SCAR - Sample Workflow for Multimedia Processin

/]

B Amazon S3
e Lambda functions for audio [% Uplosd e B AWS Lambaa
video » lambda-batch
. execution mode
processing ~
. . wav- .avk
e AWS Batch jobs for video Dowrioad Subratjob
processed video (if Lambda
. and subtitles timeout reached)
proceSSIng EUL e - wav | .-.avi-
Media Playback Audio Video Subtitle Tools View Hel:‘y-ﬂd“.“i.vmm.di.p‘.y" ) : ‘
Invok
T sl AWS Bateh [+
Submit job Submit
(if Lambda T job
L | timeoutreached)
function ;
' [ ' sublities processed

video

\ sublitles .W
-

Risco, S., & Moltd, G. (2021). GPU-Enabled Serverless Workflows for Efficient Multimedia
Processing. Applied Sciences, 11(4), 1438. https://doi.org/10.3390/app11041438

[
> w/mm| T (S[S|% o
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OSCAR - https://oscar.grycap.net

e Open Source Serverless
Computing for Data-Processing

Appllcatlons (OSCAR) & 5 =

Key Features

Serverless computing for Docker-based Multi-Cloud Elasticity Workfows
Support Kubernetes clusters Compose data-driven
computationally-intensive applications — ——rrT) eecnforn e
on elastic Kubernetes clusters deployed dlustemononpfomises, according to the with a Functions
. public and federated workload Definition Language
on multi-Clouds. Clouds

e Mimics the event-driven
computational paradigm of SCAR B a v

but for On—prem|ses (Or lebUC) Flexible Built on Open Source
Interfaces Kubernetes Distributed under the
C lo u d S . REST API, Web-based OSCAR's services use Apache 2.0 License in
GUI and CLI (Command- Kubernetes GitHub. Also offered as
line Interface) components for easier SaaS

extensibility
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https://oscar.grycap.net

OSCAR - Architecture

/]

e Dynamic provisioning of e Y x
Kubernetes clusters on v e H&\ _ Foche

multiple Clouds thanksto &= — ONZATA

interface ‘ﬁ Trigger jobs
Create buckets and folders (webhook events) Upl

the Infrastructure Manager el Ei
(IM) - httDS://im.GQi.eU s rMINIO

| Su:::,siso, - External storage providers
e Horizontally scalable e i
(optional) B~ function's pod(s)
Serverless Backend
4

Kubernetes clusters $

Kubernetes API

Download input
Upload output

thanks to CLUES - S-S
https://github.com/arycap/ === %

clues
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https://im.egi.eu
https://github.com/grycap/clues
https://github.com/grycap/clues

OSCAR - A Sample Use Case CA)%}SP”:VT Q‘
e Mask Detection usage L= "
e Combination of a cluster of Raspberry Pls
(edge) and dynamically provisioned
resources from EGI for Al inference along the
computing continuum

S
’ “, Federated Cloud Check rlesult
’t » / f images 1
2 L 4 2
https://oscar.grycap.net/blog/post-oscar-cloud-to-edge-approach-for-edge-ai-inference/ nYn nYn nYn
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https://oscar.grycap.net/blog/post-oscar-cloud-to-edge-approach-for-edge-ai-inference/

OSCAR + SCAR + EGI

e F[unctions Definition

docker

Language (FDL)

functions:

oscar:

- oscar-test:
name: plants
memory: 2Gi
cpu: '1.0"
image: grycap/oscar-theano-plants
script: plants.sh
input:

- storage_provider: minio.default
path: example-workflow/in
output:
- storage_provider: minio.default
path: example-workflow/med
- oscar-test:
name: grayify
memory: 1Gi
cpus 1.0
— image: grycap/imagemagick
script: grayify.sh
input:
- storage_provider: minio.default
path: example-workflow/med
output:
- storage_provider: minio.default
path: example-workflow/res
storage_provider:
path:

result-example-workflow

storage_providers:
onedata:
my_onedata:
oneprovider_host: my_provider.com
token: my_very_secret_token
space: my_onedata_space

onedata.my_onedata

(e

docker

—

—{— dCache

(e——
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de Altas Prestaciones

GRuyCAP

ON=DATA

Define ! !—Upload

workflow input l

{ “"-

On-premises

\Store outpul—\

amazon
S3

Create _p,|
resources N
SCAR U Tn?ger
AWS Lambda
Store output Public
-
~—> ONZIATA
el |
Downicad ~ Federated




OSCAR - Interfaces

{# IMDashboard  Infrastructures

\ :
\ , {

% ‘: el 09090000 e ‘ &
= kubernetes OSCAR UI F

s F
SLURM virtual cluster Deploy a Galaxy portal Docker VMs 74
o8s -— ot & -
T Y T s

Heesi: - [ ),

5|LIFI'|'I Galaxy Jocker &,
Launch a Storm Virtual Launch AI-SPRINT Launch Argo Workflows on veei " .
Cluster Monitorization on top of a top of a Kubernetes Virtual °

Kubernetes Virtual Cluster Cluster
a

D 5t5Rm i g https://composer.oscar.grycap.net

Deployment:

Web-based Ul:
Infrastructure Manager httos://ui .
(IM) Dashboard: ps://ul.oscar.grycap.ne

https://im.eqi.eu

qithub.com/grycap/oscar-cli

1PV
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https://im.egi.eu
https://im.egi.eu
http://github.com/grycap/oscar-cli
https://composer.oscar.grycap.net

MARLA - https://qithub.com/arycap/marla

e Deploy a serverless MapReduce
processing engine on AWS
Lambda.

e Files uploaded to Amazon S3
trigger the execution of the
(parallel invocation of the)
functions to concurrently process
the dataset.

V. Giménez-Alventosa, G. Moltd, and M. Caballer, “A framework and a performance
assessment for serverless MapReduce on AWS Lambda,” Futur. Gener. Comput.
Syst., vol. 97, pp. 259-274, Aug. 2019, doi: 10.1016/j.future.2019.02.057

Mappem

Input

bucket Output

bucket

- / ek

Coord\nator
data arrive to coordinator Mapper Store mapped
s3 input buket phase phase data chunks

/]

Reducers

®

Reduce mapped
data chunks
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https://github.com/grycap/marla

MARLA

The experimental results unveiled that
serverless platforms provide
inhomogenous computing power that
impacts coupled-computing executions of
parallel jobs. N

time(s)

25 | N
20 |
@
T 15 |
E
10 |
5,
‘ | =
O L
0 2 3

GRuCAP
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540 -
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450
420

390

360 |
330
300 -
270

240

210
180

150

1

400/48 400/10 300/10 250/10

V. Giménez-Alventosa, G. Moltd, and M. Caballer, “A framework and a performance
assessment for serverless MapReduce on AWS Lambda,” Futur. Gener. Comput.
Syst., vol. 97, pp. 259-274, Aug. 2019, doi: 10.1016/j.future.2019.02.057
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TaScaa$ - https://aithub.com/arycap/tascaas

Job initialisation

Task Scheduler As A Service (TaScaaS)
provides a complete serverless service to
schedule and distribute High Throughput

Computing (HTC) jobs among computational
infrastructures.

N

Upload job Trigger configura(ion
configuration function
@ = 2
L=

Jobs input
storage

Partitions processing

W

==

Configuration
function

TaScaaS

Job1 2
Partition 1/ | Partition 1/
Partition 2| | | Partition 2

Create initial job
partitions files

Create
table entry /3 |

—>

w

Configuration
storage

Add infrastructuref

@
Process start/report Crea:(i:gg:ﬁ"al
/finish petitions /\i pneeded
and update the table
-
—
LB
function

Send start/report/finish /7>
petitions N/

Receive response < 7>

Worker infrastructure Worker infrastructure
i——
Frontend Frontend <
Worker 1 Worker2 «— > Worker 1 Worker 2
Job 1 P1 Job 2 P2 Job 1 P2
. B _ 1

V. Gimenez-Alventosa, G. Molto, and J. D. Segrelles, “TaScaaS: A Multi-Tenant Serverless Task Scheduler and Load
Balancer as a Service,” IEEE Access, vol. 9, pp. 125215-125228, 2021, doi: 10.1109/ACCESS.2021.3109972.
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“Heterogeneus worker infrastructures

_Results N Gateway

25
Send
presigned " m—
url Data
function

w

Results storage
-3 Upload data

Request

_ dataupload |||

Infrastructure life cycle

to table
2 75" Download
‘ ‘ <2 / partitions files
4
Update
infrastructure s
S—
Dispatcher
function

1 Register infrastructure
8 Send infrastructure updates
{1 ) Request job partitions

<§> Receive job partitions
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https://github.com/grycap/tascaas

Conclusions
</

e Event-driven computing allows to perform computing in response to events
(such as file uploads) on a serverless platform which provides automated
elasticity for dynamic resource provisioning.

e SCAR executes generic applications on AWS Lambda and automated
extension to AWS Batch to allow elastic CPU/GPU batch computing on the
Cloud.

e OSCAR implements the event-driven computing model of SCAR in
on-premises Clouds, integrated with EGI services (EGI DataHub and EGI
Federated Cloud).

e I|nnovative services can be developed on the foundations of serverless
computing platforms, such as MARLA and TaSCaaSs.
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