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The CEDAR detector



The Problems

• Correlated Noise

• Inefficiency

• Random noise

• Angle smearing
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The Method

• Neural Network to identify kaons

• Input: Angle of beam + #PMTs + individual PMT response

• Output is not a likelihood 

• We set a threshold and above that implies kaon 



The Method

Angle of the Beam #PMTs PMTs 

0.22347 -0.03058 3 1 1 0 0 0 1 0 0

• 11 inputs

• 2 outputs

*the values are just examples 

Pion Kaon

0.67123 0.32877

Neural
Network



Efficiency and BG reduction

• Signal event – Kaons 

• Back Ground event – Pions and everything else

• Efficiency as the ratio of selected signal events over all signal events:

• 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
#𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙 𝑒𝑣𝑒𝑛𝑡𝑠

#𝑠𝑖𝑔𝑛𝑎𝑙 𝑒𝑣𝑒𝑛𝑡𝑠

• Background reduction (BG) factor:

• 𝐵𝐺 reduction =
#𝐵𝐺 𝑒𝑣𝑒𝑛𝑡𝑠

#𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝐵𝐺 𝑒𝑣𝑒𝑛𝑡𝑠



The starting point

• x1x – inefficiency and random noise 
• 1xx – correlated noise
• xx1 – angle smearing 
• 000 – perfect conditions 
• 111 – actual conditions 



New conditions 

• 1xxx – correlated noise

• 0.00 to 0.16

• x1xx – random noise

• 0.000 to 0.050

• xx1x – inefficiency

• 0.000 to 0.073

• xxx1 – angle smearing 

• 0.000 to 0.056

• 0.00_0.000_0.000_0.000 – perfect conditions 

• 0.16_0.050_0.073_0.056 – actual conditions 



ROC curves



ROC curves



Best configurations

0.04_0.013_0.020_0.020 0.04_0.025_0.040_0.020 0.08_0.025_0.040_0.020 0.04_0.025_0.040_0.030 0.12_0.013_0.020_0.020



ROC curves – always 2nd track



Conclusions

• Angle smearing needs to be greatly reduced

• Small changes will not be enough

• Having always a second track ruins the performance of the network


