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Advanced and Distributed
Computing and Infrastructures

Jorge Gomes - Mario David
on behalf of the group



Distributed Computing &
Digital Infrastructures

Information and communications
technology (ICT) services to support
research, innovation, education,
outreach and administrative activities
at LIP.

Participation in national and
international projects, initiatives and
digital infrastructures for research.

Services leveraging LIP expertise for
the benefit of the national research
community, public sector and SMEs.

LIP ICT services

LIP web and communication
support services

Scientific computing and
digital infrastructures

Research, development and
Innovation




Carlos Manuel

Technician

LIP Lisboa - Web development, design, events, multimedia, communication

Catarina Gongalves

Communication

LIP Lisboa - Communication, dissemination, outreach

Hugo Gomes Technician LIP Lisboa - Web development, IT support, events, multimedia, communication
Joao Martins Researcher LIP Lisboa - Fabric management, storage systems, computing farms, virtualization
Jodo Pina Researcher LIP Lisboa - WLCG Tier-2, software management, user support, farm

Jorge Gomes Researcher LIP Lisboa - Projects management, computing, development and networks

José Aparicio Engineer LIP Lisboa - User support, datacenter, networks, notebooks, desktops

Mario David Researcher LIP Lisboa - Cloud computing, containers, quality assurance, development, GPUs
Miguel Viana Engineer LIP Minho - HPC, monitoring, HPC tools, software integration and validation

Nuno Dias Researcher LIP Lisboa - Security, networks, data protection, network services, desktops
Samuel Bernardo Engineer LIP Lisboa - Software development & quality, AAl, cloud, federated services
Zacarias Benta Engineer LIP Minho - HPC, computing farms, virtualization, user support

Catarina Ortigao

Administration

INCD - administrative and managerial support

César Ferreira Engineer INCD - HPC, computing farms, virtualization, user support

NEW CONTRACT Researcher INCD - PhD to be contracted in 2022

Antonio Esteves Researcher University of Minho - application of machine/deep learning techniques

Anténio Pina Researcher University of Minho - application performance analysis, parallel programming

José Rufino Researcher Polytechnic Institute of Bragancga - parallelization strategies for GPU algorithms

Pedro Barbosa MsC Integration of local/remote accelerators in parallel and distributed applications with
HMX

José Pinto MsC HpxTrace: application monitoring in HMX
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IT services
LIP

General IT services
e Network
Virtualization platform
Authentication & Authorization Infrastructure
IT administrative support services
Web, design and development

LIP Lisbon IT services
e loginservers

Home directories

Desktops

Data backups

\WEY

Multimedia

Security

Printers Network improvements (ongoing)




Datacenters
LIP

Reitoria-U.Lisboa
e Main LIP core and Lisboa services
e Login servers, homes, web, AAl, etc
e Plan consolidation at the DC @LIP-Lisboa

LIP-Lisboa (3Is)
e Redundant services
e Data backups
e  SPAC group services
e (Consolidate LIP Lisboa services

Physics-U.Coimbra
e To be reorganized
e Expand data backups capacity
e (onsolidate LIP Coimbra services

LIP-U.Minho
e LIP minho cluster
e (PU/GPU platform machine learning

Reitoria Switch FCCN Switch FCCN

uLDC

3Is Piso 2
Wiring closet

3ls Piso 1

LIPDC CISCO L3 =%

Piso 4

Interchassis LAG (VPC)




JAVAY
LIP

Authentication, Authorization Infrastructure
e LDAP authentication
o (Lisbon + Braga) + Coimbra
e Federated identity
o Identity Provider (IdP)
o Attribute Provider (AP)
o SAML + OIDC
o RCTSaai + EDUGAIN

e [T portal
e Integrated with LIP projects DB
e Extending the AAl to the web apps

Postfix
Procmail
(Lisboa)

BD Portal

X

Coimbra
| Governor

Procmail
(Coimbra)

Procmail




Computing and data
LIP

Computing and data services
e (Computing farm based on Slurm
Data storage based on Lustre

°
® (CVMPFS for software sharing
e \Virtualization KVM, LXC, Docker with DRDB

Access
e \iafront-end: pauli.ncg.ingrid.pt
e Opentoall LIP users: helpdesk(@lip.pt

These services make use of the National

Distributed Computing Infrastructure (INCD).

Virtualization

Lustre data storage

0O
o
3
T
c
(=1
=}
«Q
)
=]
3



mailto:helpdesk@lip.pt

Computing for the LHC - Worldwide LHC Computing Grid (WLCG)

Computing infrastructure for the participation in the CERN LHC.

Tier-2 > INCD > IBERGRID > EGI > WLCG > Experiments

; v 2027 ©
2 countries PR o
70 centres ? \ | 900 PB/year

2 million jobs/day | 60x CPU

1 million x86 CPUs-full time

1 Exabyte of storage 2016

' 80 PB/year é,
o wWLCG

Worldwide LHC Computing Grid

Contribution to the global simulation, reconstruction and analysis in the
context of the CERN LHC computing MoU. 9



Computing and data |
Going distributed e C scheder

(Slurm)

Accessing compute and data resources across Xrootd
. . . . ridft
datacenters and organizations is essential for 3 B ebdou .
research collaborations such as the LHC. > ; SR Data storage
. . Ln
e Use remote computing capacity k ]
e Access, transfer and manage research data S
X.509
moving to
Federated distributed computing. tokens ,
... . 8 L Scheduler
e Federated authentication and authorization 3 (Slurm)
e Uniform protocols for resource access
e Meta-workload and data management AuthN/AuthZ
Workload

and data
management

Data storage

wuie) Bunndwo?n

wiiey Buindwo)




Computing for the CERN LHC - Portuguese WLCG Tier-2 ‘i’,

weLccG

Worldwide LHC Computing Grid

Each country provides its share of compute and data capacity.
LIP operates a Tier-2 computing facility for the ATLAS and CMS
experiments at the CERN Large Hadron Collider.

Reliability 2021
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Computing for the CERN LHC - Portuguese WLCG Tier-2

7

weLccG

Worldwide LHC Computing Grid

Country Jun 2021 — Aug 2021 Sep 2021 — Nov 2021 Dec 2021 — Feb 2022 Mar 2022 — May 2022 Total

Switzerland 26,764,237 35,216,543 26,067,043 18,866,119 106,973,942 2351%
United States of America 20,631,753 20,760,419 20,507,281 19,626,922 81,532,315 11.82%
United Kingdom 14,033,626 16,078,849 12,404,142 12,464,924 54,981,541 12.08%
Germany 11,562,916 13,095,282 12,966,196 10,831,334 48,461,128 10.65%
France 8,117,336 8,913,951 8,703,193 10,423,810 36,758,290 8.08%
Italy 8,100,539 6,455,174 5,111,242 4,705,788 24,978,143 5.49%
Canada 5904419 5,172,082 5,098,775 4,609,148 20,784,424 4.51%
Russia 2,950,112 2,882,821 2,431,252 2,186,181 10,456,972 2.3%
Sweden 2,292,220 2,868,302 2,068,587 1,887,089 9,116,198 2%
Netherlands 1,944,436 2,201,182 2,218,185 1,974,558 8,398,361 1.85%
Spain 1,940,425 1,936,920 1,560,490 1714132 1,151,967 1.51%
Japan 1,748,091 2,025,907 1,019,980 2,248,549 1,042,521 155%
Romania 2,162,672 1,475,544 1,321,955 1712525 6,132,696 148%
Slovenia 1,793,162 1,375,932 1,556,628 1,075,689 5801411 121%
Czech Republic 1,415,636 1,261,344 1,091,499 1,971,795 5,140,214 126%
Poland 1,091,459 1,041,839 939,762 811,997 3,885,057 0.85%
Israel 153324 854,959 789,549 513,781 2911613 0.64%
Taiwan 201,400 550,642 163,961 558,910 2074913 0.46%
Slovakia 471,766 585,137 429,234 422,118 1,908,915 0.42%
Brazil 562,115 394,468 431,629 442,359 1,830,511 04%
China 193,662 404,078 423120 464,822 1,485,682 0.33%
South Korea 331,074 397914 385,407 331,185 1,451,580 0.32%
India 636,713 350,943 208,102 84,463 1,280,221 0.28%
Belgium 176,973 113,108 110,417 11933 418431 0.11%
Chile 112,564 100,863 94,221 176,019 483,673 0.11%
Portugal 136,705 103,517 123,007 75,394 438,683 01% |
Hungary 89,1 84,452 115213 121121 410,497 0.09%
Australia 111510 0 22,662 189,645 323811 0.07%
Estonia 65,598 85,094 103,960 70,553 325,205 0.07%
Azerbaijan 30,165 67,238 63,840 94,365 255,608 0.06%
otal 117,092,113 121,089,974 109,983,811 100,913,789 455,080,287

12



Computing and data
Upgrades

Submitted a proposal for a small capacity
upgrade to the CERN fund.
e Mainly for storage to address to
most pressing needs.

e Requested ~ 130.000€
e Got 29.000€
e Acquired 57618

ATLAS trigger farm offered equipment.
e Server enclosures
e Network switches
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Experimenting with BELLA - on the EllaLink submarine cable
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INCD
L2 WAN
Production
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:.:: H redn%p
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Using 2x INCD servers and 2x SPRACE servers (with 100GbE interfaces) 14

Available
Planned

172.16.203.254 (172.16.203.254) 0.382ms
194.210.4.169 (194.210.4.169) 1.162ms
Router30.Lisboa.fcen.pt (194.210.6.108) 0.562ms
Router1.Lisbhoa.fccn.pt (194.210.6.103) 0.646 ms

fecen.mx2.lis.pt.geant.net (62.40.124.97) 0.495ms
redclara-gw.lis.pt.geant.net (62.40.127.151) 62.728 ms " |" | | "l |
for-sao.redclara.net (200.0.204.7) 106.989 ms I I I" I I ol

spraceQ1.redclara.net (200.0.207.116) 106.452 ms !X
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Eg%‘}ﬂg“ Cloud Computing
Infraestrutura Nacional de OF RESEARCH =
T STRUTURES e
Computacao Distribuida W i old

HPC Computing

INCD
e  Spin-off of the LIP distributed computing and Proi
digital infrastructures group activities. Support & ojects Enable
e Research infrastructure in the FCT roadmap of Requirements
research infrastructures.

e INCD itself is a legal entity, private non-profit

association of LIP, FCT and LNEC. Infrastructure Research
e Provide compute and data oriented services to

PT researchers.
e LIP coordinates the technical activities and Enhance Knowledge

presides the management board.

Development
1

6



@ National Distributed Computing Infrastructure

Services: scientific computing, data processing and data storage
Target: scientific and academic community, infrastructures, R&I projects, SMEs

Promote: shared resources, advanced computing and data services for research

Interface: international digital infrastructures (EGI, IBERGRID, WLCG, EOSC)

a = oll!

Cloud Computing HTC Computing HPC Computing

cloud computing high throughput high performance
computing (GRID) computing

17



High level view

USERS

Added-value services (generic platforms & tools)

Federation and distributed computing

INCD operational centres in Lisbon, North, Center regions

yoddng ‘Bujuiea] ‘uoiyesoqeljod ‘asi

Advanced network services provided by PT NREN (RCTS/FCT-FCCN)




INCD operational centers
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Center Region

Physics @ UC

(NEW TO BE DEPLOYED)
Tape storage expansion

North Region |
BOB @ Riba de Ave
HTC / HPC

Lisbon Region Il
LIP @ 3Is
Tape storage

North Region Il

UTAD @ Vila Real

(NEW TO BE DEPLOYED)

HPC / HTC / Cloud / Federation
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Distributed computing usage (grid)

2.1%- 2.9% OTHER
AUGER 3.8%-5.5%

7.25%-12.6%
ATLAS

44.2%-45.9%
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Total usage in 2021 over 13.500.265 hours
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Total usage in 2021 over 8.523.000 hours



Indigo 4.9% Lifewatch/GBIF
19.9%

Federated cloud

Opencoasts
12.7%

Worsica 2.9%

\OTHER 5.6%

Fedcloud C-Scale 2.4%

13.0%

Meloa 7.9% BIOISI 28.4%

Covid19 2.1%
1,000,000
Processing Time Hours per month
800,000 ‘
100,000
600,000

500,000

400,000

300,000

Elapsed time * Number of Processors (hours)

2021 total usage 5,273,643 hours



Publications

2018

2020

W Conference posters
B MSc Thesis

H PhD Thesis

m Books

M Conference papers

W Papers direct




Other metrics

Curated datasets:

Patents:

FCT and international funded projects supported:
CPCA supported projects:
Artificial intelligence in public administration projects:

organizations, research units and infrastructures:

68
50
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Federation in EGI and IBERGRID

¢ EGI is a federation that joins national 1,209,287 || 25 632 689
o o cloud
and regional infrastructures. RevIderS e e
e |IBERGRID is an Iberian federation. P A e
_of -* Compute Compute Storage Storage
IBERGRID - 306 million jobs since 2006 i September 2021
g Elapsed time * Number of Processors (hours) by Operations Centre and Quarter
% cloud+grid+data _
i ° & o con
" == =
“INCD-C . e
. _m.. Lod
e ————r—s Operations A BERGRID ¥ .gu'
Coordination == .
- //\ / _
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Advanced Computing Network - RNCA

RIBA DE AVE «
MACC
Bob & Deucalion

o COIMBRA
. LCA
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Advanced computing
HEP and Big Data

Software for High Energy Physics

e Development and optimization of code

ATLAS High-Level Trigger

e Algorithms parallelization for GPUs

Training in Scientific Computing
e Technical training
e Students MsC thesis

Understanding big data in physics
e POCI-01-0145-FEDER-029147

Now integrated in the distributed computing
and digital infrastructures group




ABOUTEUROCC ¥ HPCINPORTUGAL~  NEWS AND EVENTS  TRAINING AND SUPPORT - CONTACTS =

EuroCC e
HPC Competence Center EURG

Competence Centers for HPC

EUROCC PORTUGAL

A source of information,
training and collaboration.

EuroHPC support project (2020-2022-2025)

News and Events

High Performance Computing National
Competence Center in EuroCC.
e Boost European HPC knowledge
e European network of 33 national HPC
competence centres (NCCs)

e  Bridge the skills gaps and promote cooperation

LIP participation
e Technology transfer
Training and skills development

Collaboration with industry
Access to expertise and knowledge

Awareness and collaboration (Task lead by LIP)

oarA
SCIENCE

Registration to the 3rd
edition of LIP Data Science
is now open

From June 27 to July 1, Coimbra
hosts the 3rd edition of the Data
Science School and Symposium,
organized by LIP. All PhD students
and young post-docs in physics
and engineering are invited to
participate!

https://eurocc.fccn.pt / contacto@eurocc.fcen.pt

ISC 2022: Europe’s biggest
HPC event is about to start

Hamburg will host ISC High
Performance 2022 from may 29 to
june 2. Trends and major
developments in HPC, machine
learning and data analytics are the
central topics of this years edition
More than 60 countries and three
thousand attendees will be
involved.

IBERGRID 2022: Delivering
Innovative Computing and
Data Services for Research

evnts | news

We are happy to announce that the
11th edition of the Iberian Grid
Conference wil take place in Faro,
at the University of Algarve, from
10th to 14th October 2022

30



https://eurocc.fccn.pt

‘<O wavecom INESC

BigHPC HPC | sl oo TAGE
A framework for HPC

Delivery team

Version control Build & unit Automated User acceptance Release
tests acceptance tests tests
: Check in . H 1 H |

Feedback

Portugal-UT-Austin project. R

| resie I
Simplify management of High Performance N ]
Computing infrastructures for BigData and S | =
parallel applications. : s
Novel monitoring, virtualisation and software ’
defined storage components 1 : rooror L
Cope with HPC scale and heterogeneity : i ; ? ; ]
Efficiently support different workloads T ——
Integrated with existing HPC stacks @ ¥

Trigger

| Feedback Approval

v

LIP participation focused on quality assurance,
DevOps, monitoring and containerisation.
LIP coordinates the quality assurance.

Developer v Development Preview Delivery
IDE GitLab testbed testbed 3 1




EOSC-Synergy
Quality for EOSC

European Open Science Cloud (EOSC) project.

EOSC-Synergy (2019-2022) expanding
national e-infrastructures and services in
EOSC. Strong focus on quality, infrastructure,
and thematic services. LIP participation on:

e (oordination of Quality activities for software,
services and data.

e Quality baselines for software & services.
e Development of Jenkins Pipeline Library.
e Support to thematic services integration.

e Datarepositories and computing services
integration in EOSC.

Services
[QIVE111%
Assurance

Services

Long running instances
of code




EOSC-Synergy - quality work in a nutshell

Inspired by DevOps & Exploiting Continuous
Integration and Continuous Delivery (CI/CD)

Provide a Platform to assess the
Software, Services and Data Quality in
EOSC

Based on Open Source
tools

Enabling exploitation of quality

criteria and FAIR principles

& deployable “as a
Service”

VaIigjgted with production-level Thematic Services

y Earth

Observ. | Biomedicine

Establishing the foundations to reward cosc
Quality Achievements in EOSC Q l"
33



EOSC-Synergy
Quality Assurance
baselines

Good practices aimed at improving research software
and services. Set of quality conventions oriented to
DevOps.

e Software baseline
o  Criteria meant to enhance the visibility, accessibility
and distribution of source code.
Encouraging good coding practices to improve quality,
reliability and security.
e Services baseline
o  Minimum set of principles for reliable and
fit-for-purpose services such as web services, web
applications, platforms etc.
Provides common coherent quality attributes aimed
to ensure functional suitability and strengthening of
the services reliability and stability.

The baseline documents are openly developed on github
and open to contributions.

10.20350/digitalCSIC/12607

A set of Common Software Quality
Assurance Baseline Criteria for Research
Projects

Q¥ 90 D o

A DOl-citable version of this manuscript is available at
10261/160086.

http.

1link) was automatically generated from indigo-dc/sqa
)a9c34fa on April 29, 2020.

10.20350/digitalCSIC/12543

A set of Common Service Quality Assurance Baseline
Criteria for Research Projects

C~

A DOl-citable version of this manuscript is available at http://hd| handle.net

Institute of Physics of Cantabria (IFCA)

Institute of Physics of Cantabria (IFCA)

This manuscript was automatically generated on 29042020,

Authors )

10.20350/digital CSIC/12533

EOSC-SYNERGY

EU DELIVERABLE: D3.1

Software Maturity baseline

Document Identifier: EOSC-SYNERGY-D3.1

Date: 29/06/2020

Activity: WP3

Lead Partner: Lip i
Document Status: APPROVED

Dissemination Level: PUBLIC

Document Link:
hitps://drive.google.com/file/d/1AcSGEnghN3afNDLVHME EIDatgrP7X0jff

Abstract:

This deliverable describes the quality requirements and best practices to be considered

when validating software for EOSC services within EOSC-Synergy. The document also
describes the badge issuing process as a reward mechanism for compliance towards

2 l" 34



https://github.com/indigo-dc/sqa-baseline
https://github.com/EOSC-synergy/service-qa-baseline

EOSC-Synergy
SQAaaS

Quality Assurance as-a-Service platform (SQAaaS)

e  Enables the on-demand creation of CI/CD pipelines
making quality verification and validation easily
accessible to developers.

o  The Pipeline as a Service building block allows
you to compose and test customized CI/CD
pipelines in accordance with reference criteria.

o  The Quality Assessment & Awarding building
block analyses, the level of compliance to the
quality baselines.

e Integrates a wide range of quality verification tools
that are made easily available through a friendly
web interface.

Software ——
QA Assurance.
Phase Basellrllena .
Software

Software _ i
L Quality
Repository Validation

) Artifacts  EEEEE)

Researchers,
Developers,
. SQAaaS
Cqmpytatlonal wehQinta;face
scientists, RSE

Programmatic
access

G@H

SQA

baseline Environment qc_style qc_coverage  qc_functional

dynamic Setup o3api o3api o3api
stages

14s 5s 1min 43s 23s 1min 50s

1min 43s 23 1min 50s

Service
QA Assurance
Phase

Service Quality

Baseline criteria

&

Service Service Service

Delivery for ‘ Quality - Delivery
Validation

Validation Production

2 R

Cl system Badge issuer

00—

Quality Assessment & Awarding
Evaluates the level of compliance of a source code
repository or running service according to the SQA baseline

qc_security qc_doc Images to
o3api o3api Docker
Registry

Compose
cleanup

10s 1min 14s 7s 5s

1min 14s




O Product - Team Enterprise Explore ~ Marketplace Pricing Search Signin | Sign up

3 indigo-dc/ jenkins-pipeline-library ' puic £ Notifications | % Fork 6 % str
< Code ( Issues 53 11 Pullrequests 7 @ Actions [ Projects 9 [0 Wki @ Securty | Insights
P master - J? 59 branches 16 tags Gotofile About
— &)
Jenkins pipeline library with common
“I' samuelbernardolip - functionalities for CI/CD environments,

mainly targeted for the implementation of

- Vs /e the force go the SQA baseline requirements from
,

(3 CONTRIBUTING.md U

[ Dockerfile.build

Jenkins Pipeline Library (JePL) T

[ READMEmd Config.yml
project_repos:
e The library that powers the SQAaaS platform. myrepo:

repo: 'https://github.com/myorg/myrepo’

e  Especially suitable for complex setups, you can use o
sqa_criteria:

directly the JePL instead of the SQAaaS. qc_style:
repos:
e  Tech-savvy users tend to favor code over a myrepo:
graphical interface for the task of managing their :g;’f‘““e“ myrepo-testing
Cl/CD pipelines. tox_file: /myrepo-testing/tox.ini

testenv: stylecheck

e  JePL uses pipeline descriptions written in YAML. docker-compose vl
services: pose.y

e Justadd JePL to your software repository and build myrepo-testing:
. . . image:
your softwa_re or service qu¢_aI|t\/ assurance using - "indigodatacloud/ci-images:python3.6"
YAML descriptions to benefit from the full set of |-- config.yml hostname: "myrepo-testing-host"

volumes:
- type: bind
source: ./myrepo
target: /myrepo-testing

features. | -- docker-compose.yml
|-- Jenkinsfile

e JePLimplements the software and service baselines
maintained by EOSC-Synergy.

https://github.com/indigo-dc/jenkins-pipeline-library 36
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EOSC-Synergy
SQA as a Service

The SQAaaS will be provided as a cloud service.
Making adoption and usage easier.

e No need to deploy and setup the components,
Jenkins, API, web, containers.

e No need to create the yaml configurations.

e No need to provide IT resources.

e No need to manage the platform.

Basis for EOSC quality assessment
e (anissue digital badges to reward and highlight
the quality achievements.
e Based on OpenBadges specification.
e Produce detailed quality reports.

y criteria define the CI/CD pipeline work




— _©OPENCoastS

CoastalCirculation on-demand fofecastaz .

EGI-ACE
Computing for EOSC

European Open Science Cloud project.

EGI-ACE (2021-2023) Advanced Computing for
EOSC, with LIP work focused on

e HPCintegration, software management,
thematic services.

e Provisioning and support of cloud
services.

e Software management for EGI.
e Implement EGI software repositories.




N CONSORTIUM  PRIVACY

EGI-ACE
Coastal forecasts

OPENCoasts=" =

Coastal circulation on-demand forecast FZN '

Coastal forecasts on-demand. Accurate and

timely predictions on water conditions.
e \Water levels and velocities, wave characteristics
e Forecasts using the SCHISM model

Atmosphere forcings:

e GFS(NOAA)

e ARPEGE (MétéoFrance)
Ocean forcings:

e PRISM2017 (LNEC)

e FES2014 (LEGOS)

e CMEMS (Copernicus)
Wave forcings:

e  North Atlantic WW3

https://opencoasts.ncg.ingrid.pt &°= %o
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@ portugues®do GBIF
PO 9 9.,57

EGI-ACE IN
Biodiversity CD

Portal Nacional de Datos de
Biodiversidad

Integration of Iberian biodiversity information
in the Global Biodiversity Information Facility.

u openstack http://dados.gbif.pt,
.. . Virtual Machine: ala-home http://metadados.gbif.pt
e Joining the Spanish and Portuguese GBIF nodes Ut 144, 4GB RAM. 2GPU, 20 B srage i echne i
Ubuntu 14.04, 4 GB RAM,

. . 4CPU, 20 GB storage
e Integration of GBIF nodes in EOSC
. . . generic—hub
e Enabling combined analysis of data -
e Implement resiliency for both national nodes e

Ubuntu 14.04, 4 GB RAM,
4CPRU, 20 GB storage

Collaboration with the GBIF nodes of Portugal
(ISA) and Spain.

:n;«;ez: Z'SE‘X’,&, ~Virtual Machine: ala-cas
GB storage ~Ubtntu 14.04, 16 GB RAM,

Virt Vol:
ala-solrl
300GB




\\' Sign up \ =

B indigo-dc / udocker  Pubic 0 Notifications % Fork 105 Y Star 945

<> Code (O lssues 28 1 Pullrequests 4 ® Actions [ Projects [ wWiki @ Security

—
¥ master ~ Go to file About

A basic user tool to execute simple

== jorge-lip Update codemeta.json - X onFeb4 1,660 docker containers in batch or
interactive systems without root
u d 0 c ke r U DOCK E R B sqa Remove sqa configuration block not requir... 12 months ago privileges.
s m a 0 & indigo-de.github.ioludocker!
| etc update vari;
B paper paper.md
User tool to execute docker containers in user =
B udocker nths ag ud ‘eosc-hub
space. Developed at LIP: .-
O gitignore add to gitignore, remove link
[ .mailmap add mailmap
e  Fully user space. D toieymi ¥ i
[ AUTHORS.md up a
e No root privileges required to use or install. O et —

e Does not require compilation.

e Download and execution of docker containers

by non-privileged users. =
Q
v
e Suitable for Linux batch systems and interactive p;tm;e S
clusters managed by other entities such as grid translation 2
. Nno namespaces . E
infrastructures. no chroot : . s
no mounts 5 container 3;}
e Does not require Linux namespaces. . dirtree

. user
ptrace shared lib namespaces
namespaces

https://github.com/indigo-dc/udocker (proot) | (fakechroot) § /"y | (Sineularity) B execute
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EGI-ACE
Software quality - Y .

5:&2%\0;‘5‘ Web Frontend
Quality assurance for the EGI middleware @
distributions for grid (UMD) and cloud (CMD). 7’
e Production
e  Manage the EGI software validation process. — ° —
e  Software validation of products to be released as =] |
part of CMD and UMD distributions.
e Automated validation in isolation environments o, mm. e
and piloting at selected sites.
° | nnov atl on pvm':uscgg%'{é;gz{a& fle R
e New streamlined validation process. /Trn ;
e New repositories with added capabilities. e _ —

° New frontend.

JenkinsCallbackURL
[HTTP POST]




EOSC-Future
IT services for EOSC

European Open Science Cloud project.

EOSC-Future (2021-2023) publish, find and
reuse data, tools and services for research.

LIP participation in:

e [T service management for EOSC,
managing the complex EOSC services
ecosystem.

e Training

Regional portal

products products products.

Horizontal services from wider
Expanded horizontal services from clusters
07 horizontal services
e-Infra horizontal services

EOSC Exchange

EOSC Support Activities

EOSC Interoperability Framework

B Sriece cioun

Welcome to the EOSC
Portal Catalogue and
Marketplace

Integrated platform that allows easy access to lots of
resources for various research domains along with integrated
data analytics tools. Browse by scientific domain, resource
category or provider and, if you need help, we are here for you!




EOSC Portal

EOSC Core Services I C-SCALE
(AL Monitoring, Accounting, etc.) (VMs, Cor

C-Scale
Copernicus

C-SCALEEO
Resource Catalogue

European Open Science Cloud project.

C-Scale (2021-2023) aims to federate
European EQ infrastructure services:

Aqua Monitor detects how the Earth's
surface water has changed during the last

e (opernicus DIAS and others. = 30 years.
e (apitalise on the European Open Science Cloud = _7 ; Changes are detected in real-time using
(EOSC) capacit\/ and capabilities. i & satellite imagery for any place on Earth.
: : Uiia . -
e Support Copernicus research and operations o Porting the application from the Google
c . . e Earth Engine platform to the open
with large and easily accessible European N ) C-SCALE infrastructure, providing an

Computing environments. interactive (zoomable) map that displays
; land use changes (wet vs dry).

Relies on the top-of-atmosphere

LIP supporting EO use cases and INCD SN . imoges from Landsat 45, 7,

providing cloud computing resources. L and 8 and will be extended to use
s, S o tinel-2 MS| Level-1C data.

L




Research data
Repositories

FCT contract, performed under INCD activities.

Feasibility study for a national catchall data
repository aligned with open science and FAIR
data principles.

e leverage EOSC-Synergy work on thematic data
repositories and FAIR quality indicators.

e Productization and automation of Dataverse
based data repositories.

e Address resiliency, redundancy and data
recovery aspects.

e Integration with federated identity e.g. Ciéncia
ID, RCTSaai.

e Integration with permanent identifiers.

openstack

[
A (g

PO |

o

Dataverseg85




New projects (2022-2025)
Looking ahead

New projects starting in September focused on:
Digital Twins: DT-GEO (INFRA-2021-TECH-01)

(@)

Digital Twin of geophysical extremes dealing
with geohazards from earthquakes, volcanoes,
and tsunamis.

Aiming future integration with Destination Earth
Initiative.

Urgent computing, early warning forecast and
rapid post-event assessment.

LIP contribution:

@)
@)

Software and Service Quality assessment
udocker integration with workflow managers
and in HPC

Other initiatives Figure 1.2.1. DT-GI ishel Digital Twin Com| (DTC) are... (see Section 1.2.3)
(see Section 1.25)

i stabli
3 (see Section 1.22)
. cheEsE H (oro)
CoE H L

DT-GEO project

VW crowsanrc

Physical models

pace-CRIS

Data H
Metadata ' FAIR evaluator

Ontologies
EPOS ICS-C

Figure 1.2.2. DT-GEO baseline software stack ordered by categories (white
boxes). The following colour code is used for the WPs (see Sec. 3.1.1)

IS EPOS Platform (EPISODES)

6




APs APis APl AP

New projects (2022-2025) |EEEEEIREECIRE N

-
& o AP APl

Looking ahead ’ e _—

Big data ’ acquisition and DTE Core copabilities (WP6)
analytics Al /ML 7 Data fusion processing

ok ———-“‘

New projects starting in September focused on: ([ owewmm o o[ Feiwamison e
. Digital TWinS: InterTWin (INFRA'2021'TECH'01) __ __ DTE Infrostructure (WPS)
Quantum computing HTC and ta reposnones

o Develop a common approach to the =8 = 2
implementation of DTs applicable across the Sﬁ\ - S = = r
whole spectrum of scientific disciplines ————

o DT of LHC detector components

o DT for noise simulation next-generation

radio-telescopes gl
o DT Virgo interferometer lsten s sovicaion eiopers
o DT Standard Model e A onmen
o DT of the Earth - Liaison with Destination Earth - "o +v—o©
e LIP contribution: o Data and Compute EoSC and Desting
o  Software release and management @
o  Quality and validation for applications and . P IR o

DTE blueprint architecture

services




import reference model

create/update
model

New projects (2022-2025)
Looking ahead

repeat until
reaching the
sired accuracy

evaluate
model

New projects starting in September focused on

e Artificial Intelligence: Al4EOSC
(INFRA-2021-EOSC-01)

o  Advanced services for Artificial Intelligence (Al),
Machine Learning (ML) and Deep Learning (DL)

Figure 1: Machine learning application development lifecycle.

7D Experiment

dashboard MLOps'
>

Model provenance Domain-specific
framework metadata

D Model | (D) Model
Composite Al repository catalog

@)
@)
@)

models and applications in the EOSC.
Event-driven data processing based on
serverless computing.
Agrometeorological forecasts
Integrated plant protection scenario
Automated Thermography

e LIP contribution:

(@)

(@)

Software, services and applications quality, data
FAIRness
Integration of udocker for serverless computing

Composite Al and experiment centric services|

F—_J

Custom topologles Dashboard Alas aService | Interactive environments.

—Customization—»

—

Paas
#7 w5 Orchestrator | Infrastructure Manager

Advanced training layer

Customization and provisioning Next generation Al platform
-,.—R eeeeeee _T Resources
1 M
< ~
’ 7 Provisionir ng Container engines HPC resources ‘Federated leaming agent
1 \
1y I—’ I
N ~ laas resorces i
~o -
Soo Resauroerpoviders| data
Resource layer

A4EOSC Exchange
Software layer

Software quality Service quality

Lol Y Jo/
FAIR Assessment ‘;4;"
QA and automation:

Platform layer

= A Soibuce ciown

Monitoring

Accounting

EOSC-core and other services

48



New projects (2022-2025)
Looking ahead

New projects starting in September focused on

e Artificial Intelligence: iMagine
(INFRA-2021-SERV-01)

o Imaging data and services for aquatic science
o  Ocean warming, and acidification
o Litter and oil spills monitoring of water surfaces
o  Marine biomass estimation and preservation
through real-time monitoring
Coastal ecosystems, and beach-related human
activities monitorization and analysis
e LIP contribution:
o DEEP Al Application Development Service
e INCD contribution:
o Federated Compute Infrastructure for Al and
support

e

Use case developers

User images @ Researcher end users

e —
Installations T5.1-T5.5 |
Thematic applications image repositories

,“_N\
il deo » \

DEEPaas AP DEEPaas APl ‘

el
+ PyTorct
Vy orsw Y

N

User code User code

Connected
training image
sets

Installation T4.1 — Al Application Development Service

Al function @ Al tunction

-——

Deploy

Installation T4.2 —
Al Applications as a Service

Imaging tools as a service

Installation T4.3 — Federated Compute Infrastructure for Al (EGI sites)

49



IBERGRID 2022

I B E RG RI D Faro, University of Algarve 10th to 13th October 2022

Cooperation between Iberian research communities
Research applications in advanced Digital Infrastructures
Development of innovative software services

R&D for computing services, networking, and data-driven
science

Quality of software, services and data

e Design and implementation of Digital Twins

Enabling and fostering Open Science adoption in EOSC

S ‘ P . 4 .‘ -
B | ¢ B . e y
l ] B E : ! ONFEI
D ol e Cor AR *, v
. A
IBERGRID University of Algarve (FARO)
[#== FCT:>%

e European Open Science Cloud day
e Training and tutorials

SnErcy
October 10th to 13th, 2022 ,

www.ibergrid.eu Call for abstracts is open ! 50




E FISICA EXPERIMENTAL DE PARTICULAS

I LABORATORIO DE INSTRUMENTAQAO
particulas e tecnologia

Thanks!

Discovery Innovation
thl:ough through
science technology

Sharing

with People
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