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The Rutgers shield appears to the left. It may not 

be modified in any way.

The shield is available in different electronic formats 

appropriate for your use.

The shield may be used as a stand-alone design 

element; however, the Rutgers logotype, with or 

without a signature, must also be included on the 

piece. The Rutgers shield may not be used in place 

of the Rutgers logotype. It may also be used in 

combination with the Rutgers logotype, the state 

university signature, a chancellor-level signature,  

or a unit signature. (see page 2.9).

For size and clear space requirements refer to  

page 2.10.

Note: For print projects, when placed on a 

background, the white fill remains white. It may  

not be replaced by the background color.

To download the shield, go to identity.rutgers.edu/

download-zone. 

Need help?

Email identity@ucm.rutgers.edu.
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With massive neutrinos, flavor eigenstates 
of the weak interaction are related to 

mass eigenstates of the 
free-particle Hamiltonian:
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Neutrino Oscillations

In a two-neutrino approximation, the survival probability

Pee = 1≠Pea = sin2(2◊)sin2
A
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eigenstate α

Detected in flavor 
eigenstate α or β

Probability depends on 
distance L, energy E 

(the experiment) 
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Δm2, ϑ (nature)
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Simplified two-neutrino model:
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Beyond the Standard Model

Are there additional 
neutrinos beyond the 
known three types?
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Could CP violation in neutrino 
interactions explain the 

matter/antimatter asymmetry?
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These important questions demand unprecedented 
precision and novel detector technologies

What is the mass 
of the neutrino, and 
why is it so small?

Is the neutrino its 
own antiparticle?
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Anomalies (Selected)

Liquid Scintillator Neutrino Detector 
Los Alamos National Laboratory

800 MeV 
protons

Water 
target

Copper 
beam stop
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FIG. 24: The Lν/Eν distribution for events with Rγ > 10 and 20 < Ee < 60 MeV, where Lν is

the distance travelled by the neutrino in meters and Eν is the neutrino energy in MeV. The data

agree well with the expectation from neutrino background and neutrino oscillations at low ∆m2.
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3.8! ν̅e excess

Interpreted as oscillations, this implies 
Δm2 ∼ 1 eV2, sin22ϑμe ∼ 0.26%

MiniBooNE 
Fermi National Accelerator Laboratory

⇡0
<latexit sha1_base64="OknIzAOrZnJPZpsRfLiS73mpgx8=">AAAB/nicbVDLSsNAFL2pr1pfVZdugkVwVRIR1F3RjcsKxhbaWCbTSTt0ZjLMTIQQuvAL3OoXuBK3/oof4H84bbOwrQcuHM65l3vviSSj2njet1NaWV1b3yhvVra2d3b3qvsHDzpJFSYBTlii2hHShFFBAkMNI22pCOIRI61odDPxW09EaZqIe5NJEnI0EDSmGBkrBV1JH71etebVvSncZeIXpAYFmr3qT7ef4JQTYTBDWnd8T5owR8pQzMi40k01kQiP0IB0LBWIEx3m02PH7olV+m6cKFvCuFP170SOuNYZj2wnR2aoF72J+J/XSU18GeZUyNQQgWeL4pS5JnEnn7t9qgg2LLMEYUXtrS4eIoWwsfnMbYlJJrgc21z8xRSWSXBWv6p7d+e1xnURUBmO4BhOwYcLaMAtNCEADBRe4BXenGfn3flwPmetJaeYOYQ5OF+/iDeWsA==</latexit><latexit sha1_base64="OknIzAOrZnJPZpsRfLiS73mpgx8=">AAAB/nicbVDLSsNAFL2pr1pfVZdugkVwVRIR1F3RjcsKxhbaWCbTSTt0ZjLMTIQQuvAL3OoXuBK3/oof4H84bbOwrQcuHM65l3vviSSj2njet1NaWV1b3yhvVra2d3b3qvsHDzpJFSYBTlii2hHShFFBAkMNI22pCOIRI61odDPxW09EaZqIe5NJEnI0EDSmGBkrBV1JH71etebVvSncZeIXpAYFmr3qT7ef4JQTYTBDWnd8T5owR8pQzMi40k01kQiP0IB0LBWIEx3m02PH7olV+m6cKFvCuFP170SOuNYZj2wnR2aoF72J+J/XSU18GeZUyNQQgWeL4pS5JnEnn7t9qgg2LLMEYUXtrS4eIoWwsfnMbYlJJrgc21z8xRSWSXBWv6p7d+e1xnURUBmO4BhOwYcLaMAtNCEADBRe4BXenGfn3flwPmetJaeYOYQ5OF+/iDeWsA==</latexit><latexit sha1_base64="OknIzAOrZnJPZpsRfLiS73mpgx8=">AAAB/nicbVDLSsNAFL2pr1pfVZdugkVwVRIR1F3RjcsKxhbaWCbTSTt0ZjLMTIQQuvAL3OoXuBK3/oof4H84bbOwrQcuHM65l3vviSSj2njet1NaWV1b3yhvVra2d3b3qvsHDzpJFSYBTlii2hHShFFBAkMNI22pCOIRI61odDPxW09EaZqIe5NJEnI0EDSmGBkrBV1JH71etebVvSncZeIXpAYFmr3qT7ef4JQTYTBDWnd8T5owR8pQzMi40k01kQiP0IB0LBWIEx3m02PH7olV+m6cKFvCuFP170SOuNYZj2wnR2aoF72J+J/XSU18GeZUyNQQgWeL4pS5JnEnn7t9qgg2LLMEYUXtrS4eIoWwsfnMbYlJJrgc21z8xRSWSXBWv6p7d+e1xnURUBmO4BhOwYcLaMAtNCEADBRe4BXenGfn3flwPmetJaeYOYQ5OF+/iDeWsA==</latexit>

p/n
<latexit sha1_base64="C/dBY5wkEAw1bdj3ebQGqgcfgCk=">AAAB/HicbVDLSsNAFJ3UV62vqks3g0VwVRMR1F3RjcuKxhbaUCbTm3boZDLMTIQQil/gVr/Albj1X/wA/8Npm4WtHrhwOOde7r0nlJxp47pfTmlpeWV1rbxe2djc2t6p7u496CRVFHya8ES1Q6KBMwG+YYZDWyogccihFY6uJ37rEZRmibg3mYQgJgPBIkaJsdKdPBG9as2tu1Pgv8QrSA0VaPaq391+QtMYhKGcaN3xXGmCnCjDKIdxpZtqkISOyAA6lgoSgw7y6aljfGSVPo4SZUsYPFV/T+Qk1jqLQ9sZEzPUi95E/M/rpCa6CHImZGpA0NmiKOXYJHjyN+4zBdTwzBJCFbO3YjokilBj05nbEkEmYjm2uXiLKfwl/mn9su7entUaV0VAZXSADtEx8tA5aqAb1EQ+omiAntELenWenDfn3fmYtZacYmYfzcH5/AEarZXm</latexit><latexit sha1_base64="C/dBY5wkEAw1bdj3ebQGqgcfgCk=">AAAB/HicbVDLSsNAFJ3UV62vqks3g0VwVRMR1F3RjcuKxhbaUCbTm3boZDLMTIQQil/gVr/Albj1X/wA/8Npm4WtHrhwOOde7r0nlJxp47pfTmlpeWV1rbxe2djc2t6p7u496CRVFHya8ES1Q6KBMwG+YYZDWyogccihFY6uJ37rEZRmibg3mYQgJgPBIkaJsdKdPBG9as2tu1Pgv8QrSA0VaPaq391+QtMYhKGcaN3xXGmCnCjDKIdxpZtqkISOyAA6lgoSgw7y6aljfGSVPo4SZUsYPFV/T+Qk1jqLQ9sZEzPUi95E/M/rpCa6CHImZGpA0NmiKOXYJHjyN+4zBdTwzBJCFbO3YjokilBj05nbEkEmYjm2uXiLKfwl/mn9su7entUaV0VAZXSADtEx8tA5aqAb1EQ+omiAntELenWenDfn3fmYtZacYmYfzcH5/AEarZXm</latexit><latexit sha1_base64="C/dBY5wkEAw1bdj3ebQGqgcfgCk=">AAAB/HicbVDLSsNAFJ3UV62vqks3g0VwVRMR1F3RjcuKxhbaUCbTm3boZDLMTIQQil/gVr/Albj1X/wA/8Npm4WtHrhwOOde7r0nlJxp47pfTmlpeWV1rbxe2djc2t6p7u496CRVFHya8ES1Q6KBMwG+YYZDWyogccihFY6uJ37rEZRmibg3mYQgJgPBIkaJsdKdPBG9as2tu1Pgv8QrSA0VaPaq391+QtMYhKGcaN3xXGmCnCjDKIdxpZtqkISOyAA6lgoSgw7y6aljfGSVPo4SZUsYPFV/T+Qk1jqLQ9sZEzPUi95E/M/rpCa6CHImZGpA0NmiKOXYJHjyN+4zBdTwzBJCFbO3YjokilBj05nbEkEmYjm2uXiLKfwl/mn9su7entUaV0VAZXSADtEx8tA5aqAb1EQ+omiAntELenWenDfn3fmYtZacYmYfzcH5/AEarZXm</latexit>

µ±
<latexit sha1_base64="b0uyZsDGuC1ovSUAEeGHMOdPIII=">AAACAHicbVDLSsNAFJ3UV62vqks3g0VwVRIR1F3RjcsKxhaaWCbTm3bozCTMTIRQuvIL3OoXuBK3/okf4H84bbOwrQcuHM65l3vviVLOtHHdb6e0srq2vlHerGxt7+zuVfcPHnSSKQo+TXii2hHRwJkE3zDDoZ0qICLi0IqGNxO/9QRKs0TemzyFUJC+ZDGjxFipFYjsMUhFt1pz6+4UeJl4BamhAs1u9SfoJTQTIA3lROuO56YmHBFlGOUwrgSZhpTQIelDx1JJBOhwND13jE+s0sNxomxJg6fq34kREVrnIrKdgpiBXvQm4n9eJzPxZThiMs0MSDpbFGccmwRPfsc9poAanltCqGL2VkwHRBFqbEJzW2LIpUjHNhdvMYVl4p/Vr+ru3XmtcV0EVEZH6BidIg9doAa6RU3kI4qG6AW9ojfn2Xl3PpzPWWvJKWYO0Rycr1+JTpfW</latexit><latexit sha1_base64="b0uyZsDGuC1ovSUAEeGHMOdPIII=">AAACAHicbVDLSsNAFJ3UV62vqks3g0VwVRIR1F3RjcsKxhaaWCbTm3bozCTMTIRQuvIL3OoXuBK3/okf4H84bbOwrQcuHM65l3vviVLOtHHdb6e0srq2vlHerGxt7+zuVfcPHnSSKQo+TXii2hHRwJkE3zDDoZ0qICLi0IqGNxO/9QRKs0TemzyFUJC+ZDGjxFipFYjsMUhFt1pz6+4UeJl4BamhAs1u9SfoJTQTIA3lROuO56YmHBFlGOUwrgSZhpTQIelDx1JJBOhwND13jE+s0sNxomxJg6fq34kREVrnIrKdgpiBXvQm4n9eJzPxZThiMs0MSDpbFGccmwRPfsc9poAanltCqGL2VkwHRBFqbEJzW2LIpUjHNhdvMYVl4p/Vr+ru3XmtcV0EVEZH6BidIg9doAa6RU3kI4qG6AW9ojfn2Xl3PpzPWWvJKWYO0Rycr1+JTpfW</latexit><latexit sha1_base64="b0uyZsDGuC1ovSUAEeGHMOdPIII=">AAACAHicbVDLSsNAFJ3UV62vqks3g0VwVRIR1F3RjcsKxhaaWCbTm3bozCTMTIRQuvIL3OoXuBK3/okf4H84bbOwrQcuHM65l3vviVLOtHHdb6e0srq2vlHerGxt7+zuVfcPHnSSKQo+TXii2hHRwJkE3zDDoZ0qICLi0IqGNxO/9QRKs0TemzyFUJC+ZDGjxFipFYjsMUhFt1pz6+4UeJl4BamhAs1u9SfoJTQTIA3lROuO56YmHBFlGOUwrgSZhpTQIelDx1JJBOhwND13jE+s0sNxomxJg6fq34kREVrnIrKdgpiBXvQm4n9eJzPxZThiMs0MSDpbFGccmwRPfsc9poAanltCqGL2VkwHRBFqbEJzW2LIpUjHNhdvMYVl4p/Vr+ru3XmtcV0EVEZH6BidIg9doAa6RU3kI4qG6AW9ojfn2Xl3PpzPWWvJKWYO0Rycr1+JTpfW</latexit>

e±/�
<latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit>

e±/�
<latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit>

e±/�
<latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit><latexit sha1_base64="xe71AvCuxgErvfTTIzZBfKZMDZ8=">AAACBXicbVDLSsNAFJ34rPVVdekmWARXNRVB3RXduKxgbKGJZTK9aYfOTIaZiRBC936BW/0CV+LW7/AD/A+nbRa29cCFwzn3ci4nkoxq43nfztLyyuraemmjvLm1vbNb2dt/0EmqCPgkYYlqR1gDowJ8Qw2DtlSAecSgFQ1vxn7rCZSmibg3mYSQ476gMSXYWCmAx0Dy06CPOcfdStWreRO4i6RekCoq0OxWfoJeQlIOwhCGte7UPWnCHCtDCYNROUg1SEyGuA8dSwXmoMN88vPIPbZKz40TZUcYd6L+vcgx1zrjkd3k2Az0vDcW//M6qYkvw5wKmRoQZBoUp8w1iTsuwO1RBcSwzBJMFLW/umSAFSbG1jSTEkMmuBzZXurzLSwS/6x2VfPuzquN66KgEjpER+gE1dEFaqBb1EQ+IkiiF/SK3pxn5935cD6nq0tOcXOAZuB8/QIH/Zm9</latexit>

Booster 
neutrino 
beam

E ∼ 1 GeV 
L ∼ 1 km

⌫̄µ
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

(    ) ⌫̄e
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

(    )

3

TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
 (GeV)QE

νE

0.2−

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Ex
ce

ss
 E

ve
nt

s/
M

eV

 POT2010×: 12.84eν

 POT2010×: 11.27eν

3.0

FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.
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FIG. 3: A comparison between the L/EQE
⌫ distributions for

the MiniBooNE data excesses in neutrino mode (12.84⇥ 1020

POT) and antineutrino mode (11.27⇥1020 POT) to the L/E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The solid curve shows the best fit to the
LSND and MiniBooNE data assuming standard two-neutrino
oscillations. The excess of MiniBooNE electron-neutrino can-
didate events is consistent with the LSND excess.

A standard two-neutrino model is assumed for the
MiniBooNE oscillation fits. Note, however, that there
are tensions with fits presented here between appearance
and disappearance experiments [10, 12], and other mod-
els [15–19] may provide better fits to the data. The os-
cillation parameters are extracted from a combined fit of
the observed EQE

⌫ event distributions for muon-like and
electron-like events using the full covariance matrix de-
scribed previously. The fit assumes the same oscillation
probability for both the right-sign ⌫e and wrong-sign ⌫̄e,
and no significant ⌫µ, ⌫̄µ, ⌫e, or ⌫̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level val-
ues for the fitting statistic, ��2 = �2(point)� �2(best),
as a function of oscillation parameters, �m2 and sin2 2✓,
is determined from frequentist, fake data studies. With
this technique, the best neutrino oscillation fit in neu-
trino mode for 200 < EQE

⌫ < 1250 MeV occurs at (�m2,
sin2 2✓) = (0.037 eV2, 0.958), as shown in Fig. 4. The
�2/ndf is 10.0/6.6 with a probability of 15.4%. The
background-only fit has a �2-probability of 0.02% relative
to the best oscillation fit and a �2/ndf = 26.7/8.8 with a
probability of 0.14%. Fig. 4 shows the MiniBooNE closed
confidence level (CL) contours for ⌫e appearance oscilla-
tions in neutrino mode in the 200 < EQE

⌫ < 1250 MeV
energy range.

Nuclear e↵ects associated with neutrino interactions
on carbon can a↵ect the reconstruction of the neutrino
energy, EQE

⌫ , and the determination of the neutrino os-
cillation parameters [33]. These e↵ects were studied pre-
viously [3] and were found to not a↵ect substantially the
oscillation fit. In addition, they do not a↵ect the gamma
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FIG. 4: MiniBooNE allowed regions in neutrino mode (12.84⇥
1020 POT) for events with 200 < EQE

⌫ < 1250 MeV within
a two-neutrino oscillation model. The shaded areas show the
90% and 99% C.L. LSND ⌫̄µ ! ⌫̄e allowed regions. The black
circle shows the MiniBooNE best fit point. Also shown are
90% C.L. limits from the KARMEN [34] and OPERA [35]
experiments.

background, which is determined from direct measure-
ments of NC ⇡0 and dirt backgrounds.
Fig. 5 shows the MiniBooNE allowed regions in both

neutrino mode and antineutrino mode [3] for events with
200 < EQE

⌫ < 1250 MeV within a two-neutrino oscilla-
tion model. For this oscillation fit the entire data set
is used and includes the 12.84 ⇥ 1020 POT in neutrino
mode and the 11.27⇥1020 POT in antineutrino mode. As
shown in the figure, the MiniBooNE favored allowed re-
gion overlaps with the LSND allowed region. Also shown
are 90% C.L. limits from the KARMEN [34] and OPERA
[35] experiments. The best combined neutrino oscillation
fit occurs at (�m2, sin2 2✓) = (0.041 eV2, 0.958). The
�2/ndf for the best-fit point is 19.5/15.4 with a prob-
ability of 20.1%, and the background-only fit has a �2-
probability of 5⇥ 10�7 relative to the best oscillation fit
and a �2/ndf = 49.3/17.5 with a probability of 0.007%.
Fitting both LSND and MiniBooNE data, the best fit
remains at (�m2, sin2 2✓) = (0.041 eV2, 0.958) with a
�2/ndf = 22.4/23.4, corresponding to a probability of
52.0%.

In summary, the MiniBooNE experiment observes a
total ⌫e CCQE event excess in both neutrino and an-

MiniBooNE, PRL 121, 221801 (2018)
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FIG. 3: A comparison between the L/EQE
⌫ distributions for

the MiniBooNE data excesses in neutrino mode (12.84⇥ 1020

POT) and antineutrino mode (11.27⇥1020 POT) to the L/E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The solid curve shows the best fit to the
LSND and MiniBooNE data assuming standard two-neutrino
oscillations. The excess of MiniBooNE electron-neutrino can-
didate events is consistent with the LSND excess.

A standard two-neutrino model is assumed for the
MiniBooNE oscillation fits. Note, however, that there
are tensions with fits presented here between appearance
and disappearance experiments [10, 12], and other mod-
els [15–19] may provide better fits to the data. The os-
cillation parameters are extracted from a combined fit of
the observed EQE

⌫ event distributions for muon-like and
electron-like events using the full covariance matrix de-
scribed previously. The fit assumes the same oscillation
probability for both the right-sign ⌫e and wrong-sign ⌫̄e,
and no significant ⌫µ, ⌫̄µ, ⌫e, or ⌫̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level val-
ues for the fitting statistic, ��2 = �2(point)� �2(best),
as a function of oscillation parameters, �m2 and sin2 2✓,
is determined from frequentist, fake data studies. With
this technique, the best neutrino oscillation fit in neu-
trino mode for 200 < EQE

⌫ < 1250 MeV occurs at (�m2,
sin2 2✓) = (0.037 eV2, 0.958), as shown in Fig. 4. The
�2/ndf is 10.0/6.6 with a probability of 15.4%. The
background-only fit has a �2-probability of 0.02% relative
to the best oscillation fit and a �2/ndf = 26.7/8.8 with a
probability of 0.14%. Fig. 4 shows the MiniBooNE closed
confidence level (CL) contours for ⌫e appearance oscilla-
tions in neutrino mode in the 200 < EQE

⌫ < 1250 MeV
energy range.

Nuclear e↵ects associated with neutrino interactions
on carbon can a↵ect the reconstruction of the neutrino
energy, EQE

⌫ , and the determination of the neutrino os-
cillation parameters [33]. These e↵ects were studied pre-
viously [3] and were found to not a↵ect substantially the
oscillation fit. In addition, they do not a↵ect the gamma
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FIG. 4: MiniBooNE allowed regions in neutrino mode (12.84⇥
1020 POT) for events with 200 < EQE

⌫ < 1250 MeV within
a two-neutrino oscillation model. The shaded areas show the
90% and 99% C.L. LSND ⌫̄µ ! ⌫̄e allowed regions. The black
circle shows the MiniBooNE best fit point. Also shown are
90% C.L. limits from the KARMEN [34] and OPERA [35]
experiments.

background, which is determined from direct measure-
ments of NC ⇡0 and dirt backgrounds.
Fig. 5 shows the MiniBooNE allowed regions in both

neutrino mode and antineutrino mode [3] for events with
200 < EQE

⌫ < 1250 MeV within a two-neutrino oscilla-
tion model. For this oscillation fit the entire data set
is used and includes the 12.84 ⇥ 1020 POT in neutrino
mode and the 11.27⇥1020 POT in antineutrino mode. As
shown in the figure, the MiniBooNE favored allowed re-
gion overlaps with the LSND allowed region. Also shown
are 90% C.L. limits from the KARMEN [34] and OPERA
[35] experiments. The best combined neutrino oscillation
fit occurs at (�m2, sin2 2✓) = (0.041 eV2, 0.958). The
�2/ndf for the best-fit point is 19.5/15.4 with a prob-
ability of 20.1%, and the background-only fit has a �2-
probability of 5⇥ 10�7 relative to the best oscillation fit
and a �2/ndf = 49.3/17.5 with a probability of 0.007%.
Fitting both LSND and MiniBooNE data, the best fit
remains at (�m2, sin2 2✓) = (0.041 eV2, 0.958) with a
�2/ndf = 22.4/23.4, corresponding to a probability of
52.0%.

In summary, the MiniBooNE experiment observes a
total ⌫e CCQE event excess in both neutrino and an-

MiniBooNE, PRL 121, 221801 (2018)
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FIG. 3: A comparison between the L/EQE
⌫ distributions for

the MiniBooNE data excesses in neutrino mode (12.84⇥ 1020

POT) and antineutrino mode (11.27⇥1020 POT) to the L/E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The solid curve shows the best fit to the
LSND and MiniBooNE data assuming standard two-neutrino
oscillations. The excess of MiniBooNE electron-neutrino can-
didate events is consistent with the LSND excess.

A standard two-neutrino model is assumed for the
MiniBooNE oscillation fits. Note, however, that there
are tensions with fits presented here between appearance
and disappearance experiments [10, 12], and other mod-
els [15–19] may provide better fits to the data. The os-
cillation parameters are extracted from a combined fit of
the observed EQE

⌫ event distributions for muon-like and
electron-like events using the full covariance matrix de-
scribed previously. The fit assumes the same oscillation
probability for both the right-sign ⌫e and wrong-sign ⌫̄e,
and no significant ⌫µ, ⌫̄µ, ⌫e, or ⌫̄e disappearance. Using
a likelihood-ratio technique [3], the confidence level val-
ues for the fitting statistic, ��2 = �2(point)� �2(best),
as a function of oscillation parameters, �m2 and sin2 2✓,
is determined from frequentist, fake data studies. With
this technique, the best neutrino oscillation fit in neu-
trino mode for 200 < EQE

⌫ < 1250 MeV occurs at (�m2,
sin2 2✓) = (0.037 eV2, 0.958), as shown in Fig. 4. The
�2/ndf is 10.0/6.6 with a probability of 15.4%. The
background-only fit has a �2-probability of 0.02% relative
to the best oscillation fit and a �2/ndf = 26.7/8.8 with a
probability of 0.14%. Fig. 4 shows the MiniBooNE closed
confidence level (CL) contours for ⌫e appearance oscilla-
tions in neutrino mode in the 200 < EQE

⌫ < 1250 MeV
energy range.

Nuclear e↵ects associated with neutrino interactions
on carbon can a↵ect the reconstruction of the neutrino
energy, EQE

⌫ , and the determination of the neutrino os-
cillation parameters [33]. These e↵ects were studied pre-
viously [3] and were found to not a↵ect substantially the
oscillation fit. In addition, they do not a↵ect the gamma
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FIG. 4: MiniBooNE allowed regions in neutrino mode (12.84⇥
1020 POT) for events with 200 < EQE

⌫ < 1250 MeV within
a two-neutrino oscillation model. The shaded areas show the
90% and 99% C.L. LSND ⌫̄µ ! ⌫̄e allowed regions. The black
circle shows the MiniBooNE best fit point. Also shown are
90% C.L. limits from the KARMEN [34] and OPERA [35]
experiments.

background, which is determined from direct measure-
ments of NC ⇡0 and dirt backgrounds.
Fig. 5 shows the MiniBooNE allowed regions in both

neutrino mode and antineutrino mode [3] for events with
200 < EQE

⌫ < 1250 MeV within a two-neutrino oscilla-
tion model. For this oscillation fit the entire data set
is used and includes the 12.84 ⇥ 1020 POT in neutrino
mode and the 11.27⇥1020 POT in antineutrino mode. As
shown in the figure, the MiniBooNE favored allowed re-
gion overlaps with the LSND allowed region. Also shown
are 90% C.L. limits from the KARMEN [34] and OPERA
[35] experiments. The best combined neutrino oscillation
fit occurs at (�m2, sin2 2✓) = (0.041 eV2, 0.958). The
�2/ndf for the best-fit point is 19.5/15.4 with a prob-
ability of 20.1%, and the background-only fit has a �2-
probability of 5⇥ 10�7 relative to the best oscillation fit
and a �2/ndf = 49.3/17.5 with a probability of 0.007%.
Fitting both LSND and MiniBooNE data, the best fit
remains at (�m2, sin2 2✓) = (0.041 eV2, 0.958) with a
�2/ndf = 22.4/23.4, corresponding to a probability of
52.0%.

In summary, the MiniBooNE experiment observes a
total ⌫e CCQE event excess in both neutrino and an-

MiniBooNE, PRL 121, 221801 (2018)

P. Machado

3+1 (N?) sterile neutrinos? Other new physics scenarios?
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.
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(a) 1eNp0⇡ candidate event (b) 1e0p0⇡ candidate event

FIG. 1. Event displays of selected electron neutrino candidate data events. The horizontal axis corresponds to the wire
number, which is converted into a distance based on the wire spacing, the vertical axis corresponds to the time of the recorded
charge, which is converted to a distance along the TPC drift direction using the drift velocity in the TPC drift direction, and
the color scale corresponds to the deposited charge. The 1eNp0⇡ event shown (a) has a long electron shower and a short proton
track attached at the vertex with a large amount of deposited energy. The 1e0p0⇡ event shown (b) consists of a single electron
shower.

neutrino interactions in the BNB. Analysis results are
obtained through a series of statistical tests with the in-
troduction of an empirical model which interprets the
MiniBooNE anomaly as an enhancement of the flux of
low energy electron neutrinos.

This article is organized as follows. Section II describes
the neutrino beamline and MicroBooNE detector. Sec-
tion III provides details of the tools used to simulate
neutrino events. Section IV presents the reconstruction
methods used to identify neutrino interactions. Section V
presents the PID methods as well as the ⌫µ and ⌫e event
selections. Section VI describes the blinding procedure
and studies on data sidebands. Section VII details the
formalism of the procedure used to reduce uncertainties
based on the ⌫µ observation, referred to as the ⌫µ con-
straint. Section VIII presents the analysis results.

II. BEAMLINE AND DETECTOR OVERVIEW

This section provides a brief overview of the Booster
Neutrino Beamline, the MicroBooNE detector, and the
dataset used for the analysis. The MicroBooNE detec-
tor sits at a distance of 468.5m from the BNB target,
on-axis with respect to the neutrino beam. The neu-
trino beam begins with 8 GeV protons extracted from
the Fermilab Booster synchrotron. These protons inter-
act with a beryllium target and produce pions and kaons,
which then decay to produce neutrinos. The resulting
neutrino beam is composed predominantly of muon neu-
trinos with a small (< 1%) electron neutrino component.

This electron neutrino component produced by meson de-
cay chains in the BNB is referred to as “intrinsic ⌫e” in
this article. The BNB is structured in spills, each with
a duration of 1.6µs and an intensity of up to 5 ⇥ 1012

protons, with an average repetition rate of up to 5 Hz.
Additional details on the BNB are found in Ref. [28, 29].

The MicroBooNE detector [21] consists of a time pro-
jection chamber (TPC) and a photon detection system.
The TPC measures 2.56m (drift coordinate, x) ⇥ 2.32m
(vertical, y) ⇥ 10.36m (beam direction, z) and contains
85 tonnes of liquid argon in its active volume. Charged
particles traversing the detector ionize the argon leav-
ing trails of ionization electrons which drift under the
273V/cm electric field towards the anode where three
planes of wires record induced currents and collect the
ionization electrons. The three planes of wires, spaced
3mm apart and oriented at 0 degrees (vertical) and
at ±60 degrees, produce three di↵erent two-dimensional
views of the neutrino interaction and allow for three-
dimensional reconstruction with O(mm) spatial resolu-
tion. The low-noise TPC electronics allow for measure-
ment of the charge with few percent resolution [30]. Com-
bined, these features enable the MicroBooNE detector to
record the final-state particles produced by neutrino in-
teractions with the detail required to perform particle
identification and accurately measure particle kinemat-
ics. The light detection system, composed of 32 pho-
tomultiplier tubes (PMTs), has a timing resolution of
O(µs), which allows us to select events in the BNB time
window and to remove a large fraction of the cosmic-ray
background. In addition, a cosmic-ray tagger (CRT) [31]
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Figure 2. Operational principle of the MicroBooNE LArTPC.

The anode plane is arranged parallel to the cathode plane, and in MicroBooNE, parallel
to the beam direction. There are three planes comprised of sense wires with a characteristic
pitch, held at a predetermined bias voltage, that continuously sense the signals induced by
the ionization electrons drifting towards them [16]. The electrostatic potentials of the
sequence of anode planes allow ionization electrons to pass undisturbed by the first two
planes before ultimately ending their trajectory on a wire in the last plane. The drifting
ionization thus induces signals on the first planes (referred to as induction planes) and
directly contributes to the signals in the final plane (referred to as the collection plane).
Figure 2 depicts the arrangement of the MicroBooNE LArTPC and its operational principle.

The charged particle trajectory is reconstructed using the known positions of the anode
plane wires and the recorded drift time of the ionization. The drift time is the difference
between the arrival times of ionization signals on the wires and the time the interaction
took place in the detector (t0) which is provided by an accelerator clock synchronized to
the beam (BNB or NuMI) or from a trigger provided by the light collection system. The
characteristics of the waveforms observed by each wire provide a measure of the energy
deposition of the traversing particles near that wire, and, when taken as a whole for each
contained particle’s trajectory, allow for determination of momentum and particle identity.

The scintillation photons are detected by a light collection system that is immersed in
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(a) 1eNp0⇡ candidate event (b) 1e0p0⇡ candidate event

FIG. 1. Event displays of selected electron neutrino candidate data events. The horizontal axis corresponds to the wire
number, which is converted into a distance based on the wire spacing, the vertical axis corresponds to the time of the recorded
charge, which is converted to a distance along the TPC drift direction using the drift velocity in the TPC drift direction, and
the color scale corresponds to the deposited charge. The 1eNp0⇡ event shown (a) has a long electron shower and a short proton
track attached at the vertex with a large amount of deposited energy. The 1e0p0⇡ event shown (b) consists of a single electron
shower.

neutrino interactions in the BNB. Analysis results are
obtained through a series of statistical tests with the in-
troduction of an empirical model which interprets the
MiniBooNE anomaly as an enhancement of the flux of
low energy electron neutrinos.

This article is organized as follows. Section II describes
the neutrino beamline and MicroBooNE detector. Sec-
tion III provides details of the tools used to simulate
neutrino events. Section IV presents the reconstruction
methods used to identify neutrino interactions. Section V
presents the PID methods as well as the ⌫µ and ⌫e event
selections. Section VI describes the blinding procedure
and studies on data sidebands. Section VII details the
formalism of the procedure used to reduce uncertainties
based on the ⌫µ observation, referred to as the ⌫µ con-
straint. Section VIII presents the analysis results.

II. BEAMLINE AND DETECTOR OVERVIEW

This section provides a brief overview of the Booster
Neutrino Beamline, the MicroBooNE detector, and the
dataset used for the analysis. The MicroBooNE detec-
tor sits at a distance of 468.5m from the BNB target,
on-axis with respect to the neutrino beam. The neu-
trino beam begins with 8 GeV protons extracted from
the Fermilab Booster synchrotron. These protons inter-
act with a beryllium target and produce pions and kaons,
which then decay to produce neutrinos. The resulting
neutrino beam is composed predominantly of muon neu-
trinos with a small (< 1%) electron neutrino component.

This electron neutrino component produced by meson de-
cay chains in the BNB is referred to as “intrinsic ⌫e” in
this article. The BNB is structured in spills, each with
a duration of 1.6µs and an intensity of up to 5 ⇥ 1012

protons, with an average repetition rate of up to 5 Hz.
Additional details on the BNB are found in Ref. [28, 29].

The MicroBooNE detector [21] consists of a time pro-
jection chamber (TPC) and a photon detection system.
The TPC measures 2.56m (drift coordinate, x) ⇥ 2.32m
(vertical, y) ⇥ 10.36m (beam direction, z) and contains
85 tonnes of liquid argon in its active volume. Charged
particles traversing the detector ionize the argon leav-
ing trails of ionization electrons which drift under the
273V/cm electric field towards the anode where three
planes of wires record induced currents and collect the
ionization electrons. The three planes of wires, spaced
3mm apart and oriented at 0 degrees (vertical) and
at ±60 degrees, produce three di↵erent two-dimensional
views of the neutrino interaction and allow for three-
dimensional reconstruction with O(mm) spatial resolu-
tion. The low-noise TPC electronics allow for measure-
ment of the charge with few percent resolution [30]. Com-
bined, these features enable the MicroBooNE detector to
record the final-state particles produced by neutrino in-
teractions with the detail required to perform particle
identification and accurately measure particle kinemat-
ics. The light detection system, composed of 32 pho-
tomultiplier tubes (PMTs), has a timing resolution of
O(µs), which allows us to select events in the BNB time
window and to remove a large fraction of the cosmic-ray
background. In addition, a cosmic-ray tagger (CRT) [31]
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e�
<latexit sha1_base64="9CYQjP3HhK2fGrrANqYA/ZPH9+I=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4sSQq6LHoxWNF+wFtLJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztLyyuraemGjuLm1vbNb2ttv6DhVDOssFrFqBVSj4BLrhhuBrUQhjQKBzWB4M/GbT6g0j+WDGSXoR7QvecgZNVa6x8fTbqnsVtwpyCLxclKGHLVu6avTi1kaoTRMUK3bnpsYP6PKcCZwXOykGhPKhrSPbUsljVD72fTUMTm2So+EsbIlDZmqvycyGmk9igLbGVEz0PPeRPzPa6cmvPIzLpPUoGSzRWEqiInJ5G/S4wqZESNLKFPc3krYgCrKjE2naEPw5l9eJI2zindece8uytXrPI4CHMIRnIAHl1CFW6hBHRj04Rle4c0Rzovz7nzMWpecfOYA/sD5/AHnxI2K</latexit>

W
<latexit sha1_base64="M10izMpu9rHTZzihmKUIzZFWHn8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUaPfLFbfqzkFWiZeTCuSo98tfvUHM0gilYYJq3fXcxPgZVYYzgdNSL9WYUDamQ+xaKmmE2s/mh07JmVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGNn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNiUbgrf88ippXVS9y6rbuKrUbvM4inACp3AOHlxDDe6hDk1ggPAMr/DmPDovzrvzsWgtOPnMMfyB8/kDtN+M3Q==</latexit>

Detection

µ�
<latexit sha1_base64="KfstyIforZ+AI66Hkdebw3nA4/E=">AAAB7HicbVBNS8NAEJ3Ur1q/oh69LBbBiyVRQY9FLx4rmLbQxrLZbtqlu5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzopQzbTzv2ymtrK6tb5Q3K1vbO7t77v5BUyeZIjQgCU9UO8KaciZpYJjhtJ0qikXEaSsa3U791hNVmiXywYxTGgo8kCxmBBsrBV2RPZ713KpX82ZAy8QvSBUKNHruV7efkExQaQjHWnd8LzVhjpVhhNNJpZtpmmIywgPasVRiQXWYz46doBOr9FGcKFvSoJn6eyLHQuuxiGynwGaoF72p+J/XyUx8HeZMppmhkswXxRlHJkHTz1GfKUoMH1uCiWL2VkSGWGFibD4VG4K/+PIyaZ7X/Iuad39Zrd8UcZThCI7hFHy4gjrcQQMCIMDgGV7hzZHOi/PufMxbS04xcwh/4Hz+AH1vjnc=</latexit>p

<latexit sha1_base64="+DaBhgT8DN4qWRM87udua6F44n4=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cq1hbaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSATXxnW/ndLK6tr6RnmzsrW9s7tX3T941HGqGLZYLGLVCahGwSW2DDcCO4lCGgUC28H4JvfbT6g0j+WDmSToR3QoecgZNVa6Tyr9as2tuzOQZeIVpAYFmv3qV28QszRCaZigWnc9NzF+RpXhTOC00ks1JpSN6RC7lkoaofaz2aVTcmKVAQljZUsaMlN/T2Q00noSBbYzomakF71c/M/rpia88jMuk9SgZPNFYSqIiUn+NhlwhcyIiSWUKW5vJWxEFWXGhpOH4C2+vEwez+reed29u6g1ros4ynAEx3AKHlxCA26hCS1gEMIzvMKbM3ZenHfnY95acoqZQ/gD5/MHD06NCg==</latexit>

e�
<latexit sha1_base64="9CYQjP3HhK2fGrrANqYA/ZPH9+I=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4sSQq6LHoxWNF+wFtLJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztLyyuraemGjuLm1vbNb2ttv6DhVDOssFrFqBVSj4BLrhhuBrUQhjQKBzWB4M/GbT6g0j+WDGSXoR7QvecgZNVa6x8fTbqnsVtwpyCLxclKGHLVu6avTi1kaoTRMUK3bnpsYP6PKcCZwXOykGhPKhrSPbUsljVD72fTUMTm2So+EsbIlDZmqvycyGmk9igLbGVEz0PPeRPzPa6cmvPIzLpPUoGSzRWEqiInJ5G/S4wqZESNLKFPc3krYgCrKjE2naEPw5l9eJI2zindece8uytXrPI4CHMIRnIAHl1CFW6hBHRj04Rle4c0Rzovz7nzMWpecfOYA/sD5/AHnxI2K</latexit>p

<latexit sha1_base64="+DaBhgT8DN4qWRM87udua6F44n4=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cq1hbaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSATXxnW/ndLK6tr6RnmzsrW9s7tX3T941HGqGLZYLGLVCahGwSW2DDcCO4lCGgUC28H4JvfbT6g0j+WDmSToR3QoecgZNVa6Tyr9as2tuzOQZeIVpAYFmv3qV28QszRCaZigWnc9NzF+RpXhTOC00ks1JpSN6RC7lkoaofaz2aVTcmKVAQljZUsaMlN/T2Q00noSBbYzomakF71c/M/rpia88jMuk9SgZPNFYSqIiUn+NhlwhcyIiSWUKW5vJWxEFWXGhpOH4C2+vEwez+reed29u6g1ros4ynAEx3AKHlxCA26hCS1gEMIzvMKbM3ZenHfnY95acoqZQ/gD5/MHD06NCg==</latexit>

The Ingredients
Leveraging Correlations to Minimize Systematics
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A key to MicroBooNE's single-detector measurement is using 
high-statistics events to constrain intrinsic backgrounds

Flux

⌫µ
<latexit sha1_base64="3+D00a61hd3Np6Nuv9fMtIDJa50=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyqoMegF48RzAOyS5idzCZDZmaXeQhhyUd48aCIV7/Hm3/jJNmDJhY0FFXddHfFGWfa+P63V1pb39jcKm9Xdnb39g+qh0dtnVpFaIukPFXdGGvKmaQtwwyn3UxRLGJOO/H4buZ3nqjSLJWPZpLRSOChZAkj2DipE0rbD4XtV2t+3Z8DrZKgIDUo0OxXv8JBSqyg0hCOte4FfmaiHCvDCKfTSmg1zTAZ4yHtOSqxoDrK5+dO0ZlTBihJlStp0Fz9PZFjofVExK5TYDPSy95M/M/rWZPcRDmTmTVUksWixHJkUjT7HQ2YosTwiSOYKOZuRWSEFSbGJVRxIQTLL6+S9kU9uKz7D1e1xm0RRxlO4BTOIYBraMA9NKEFBMbwDK/w5mXei/fufSxaS14xcwx/4H3+AGyYj54=</latexit>⇡+

<latexit sha1_base64="+Ve8wb6gAuJRkZvFN0PIqBYax4Y=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBZBEEqigh6LXjxWMG2hjWWznbZLN5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dho5TxdBnsYhVK6QaBZfoG24EthKFNAoFNsPR7dRvPqHSPJYPZpxgENGB5H3OqLGS30n441m3XHGr7gxkmXg5qUCOerf81enFLI1QGiao1m3PTUyQUWU4EzgpdVKNCWUjOsC2pZJGqINsduyEnFilR/qxsiUNmam/JzIaaT2OQtsZUTPUi95U/M9rp6Z/HWRcJqlByeaL+qkgJibTz0mPK2RGjC2hTHF7K2FDqigzNp+SDcFbfHmZNM6r3kXVvb+s1G7yOIpwBMdwCh5cQQ3uoA4+MODwDK/w5kjnxXl3PuatBSefOYQ/cD5/AGy0jmw=</latexit>

µ+
<latexit sha1_base64="zzdgEpDfwsSJwXclLFf7XCkWoKM=">AAAB7HicbVBNS8NAEJ3Ur1q/oh69LBZBEEqigh6LXjxWMG2hjWWz3bRLdzdhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmRSln2njet1NaWV1b3yhvVra2d3b33P2Dpk4yRWhAEp6odoQ15UzSwDDDaTtVFIuI01Y0up36rSeqNEvkgxmnNBR4IFnMCDZWCroiezzruVWv5s2AlolfkCoUaPTcr24/IZmg0hCOte74XmrCHCvDCKeTSjfTNMVkhAe0Y6nEguownx07QSdW6aM4UbakQTP190SOhdZjEdlOgc1QL3pT8T+vk5n4OsyZTDNDJZkvijOOTIKmn6M+U5QYPrYEE8XsrYgMscLE2HwqNgR/8eVl0jyv+Rc17/6yWr8p4ijDERzDKfhwBXW4gwYEQIDBM7zCmyOdF+fd+Zi3lpxi5hD+wPn8AXpnjnU=</latexit>

⌫e
<latexit sha1_base64="bPby+yg77RyCKZHWZ1xBfG/ZYt4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5PZn1sV+tuXV3DrJKvILUoECzX/3qDRKWxSgNE1TrruemJsipMpwJnFZ6mcaUsjEdYtdSSWPUQT4/dkrOrDIgUaJsSUPm6u+JnMZaT+LQdsbUjPSyNxP/87qZiW6CnMs0MyjZYlGUCWISMvucDLhCZsTEEsoUt7cSNqKKMmPzqdgQvOWXV0nrou5d1t2Hq1rjtoijDCdwCufgwTU04B6a4AMDDs/wCm+OdF6cd+dj0Vpyiplj+APn8wfVW46x</latexit>

For an electron-like excess, e.g., we are looking for a small excess 
of "e interactions on top of the 0.5% intrinsic to the beam

⌫e
<latexit sha1_base64="bPby+yg77RyCKZHWZ1xBfG/ZYt4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5PZn1sV+tuXV3DrJKvILUoECzX/3qDRKWxSgNE1TrruemJsipMpwJnFZ6mcaUsjEdYtdSSWPUQT4/dkrOrDIgUaJsSUPm6u+JnMZaT+LQdsbUjPSyNxP/87qZiW6CnMs0MyjZYlGUCWISMvucDLhCZsTEEsoUt7cSNqKKMmPzqdgQvOWXV0nrou5d1t2Hq1rjtoijDCdwCufgwTU04B6a4AMDDs/wCm+OdF6cd+dj0Vpyiplj+APn8wfVW46x</latexit>



Neutrino Flux
Flux Modeling & Uncertainties

• Fermilab Booster Neutrino Beam 
‣ 8 GeV protons on a Be target 
‣ Primarily a "# beam, with 0.5% "e
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Figure 1: The absolute neutrino flux prediction through the MicroBooNE detector as
calculated by the beam simulation. Shown is the flux for ⌫µ, ⌫̄µ, ⌫e, and ⌫̄e averaged through
the TPC volume with dimensions 2.56m⇥2.33m⇥10.37m.
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Figure 2: The ⌫µ (left) and ⌫e (right) neutrino flux just upstream of the MicroBooNE
detector. Shown is the comparison of flux constrained by global fit to K+ production data
(old) to the one that additionally includes SciBooNE data [6] (new).

2 Neutrino Flux Calculation

Figure 1 shows the predicted neutrino flux averaged through the MicroBooNE detector TPC
volume. This is the absolute flux as generated by the simulation. No scaling factors are
needed or applied.

Figure 2 shows the e↵ect on the neutrino flux when SciBooNE data [5] is included in the
global fit of K+ production data [6]. Note that the flux shown in the figure was calculated
upstream of MicroBooNE detector, and not averaged through TPC volume as in Figure 1.

2
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⌫µ
<latexit sha1_base64="3+D00a61hd3Np6Nuv9fMtIDJa50=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyqoMegF48RzAOyS5idzCZDZmaXeQhhyUd48aCIV7/Hm3/jJNmDJhY0FFXddHfFGWfa+P63V1pb39jcKm9Xdnb39g+qh0dtnVpFaIukPFXdGGvKmaQtwwyn3UxRLGJOO/H4buZ3nqjSLJWPZpLRSOChZAkj2DipE0rbD4XtV2t+3Z8DrZKgIDUo0OxXv8JBSqyg0hCOte4FfmaiHCvDCKfTSmg1zTAZ4yHtOSqxoDrK5+dO0ZlTBihJlStp0Fz9PZFjofVExK5TYDPSy95M/M/rWZPcRDmTmTVUksWixHJkUjT7HQ2YosTwiSOYKOZuRWSEFSbGJVRxIQTLL6+S9kU9uKz7D1e1xm0RRxlO4BTOIYBraMA9NKEFBMbwDK/w5mXei/fufSxaS14xcwx/4H3+AGyYj54=</latexit>

⇡+
<latexit sha1_base64="+Ve8wb6gAuJRkZvFN0PIqBYax4Y=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBZBEEqigh6LXjxWMG2hjWWznbZLN5uwuxFK6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzwkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dho5TxdBnsYhVK6QaBZfoG24EthKFNAoFNsPR7dRvPqHSPJYPZpxgENGB5H3OqLGS30n441m3XHGr7gxkmXg5qUCOerf81enFLI1QGiao1m3PTUyQUWU4EzgpdVKNCWUjOsC2pZJGqINsduyEnFilR/qxsiUNmam/JzIaaT2OQtsZUTPUi95U/M9rp6Z/HWRcJqlByeaL+qkgJibTz0mPK2RGjC2hTHF7K2FDqigzNp+SDcFbfHmZNM6r3kXVvb+s1G7yOIpwBMdwCh5cQQ3uoA4+MODwDK/w5kjnxXl3PuatBSefOYQ/cD5/AGy0jmw=</latexit> µ+

<latexit sha1_base64="zzdgEpDfwsSJwXclLFf7XCkWoKM=">AAAB7HicbVBNS8NAEJ3Ur1q/oh69LBZBEEqigh6LXjxWMG2hjWWz3bRLdzdhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmRSln2njet1NaWV1b3yhvVra2d3b33P2Dpk4yRWhAEp6odoQ15UzSwDDDaTtVFIuI01Y0up36rSeqNEvkgxmnNBR4IFnMCDZWCroiezzruVWv5s2AlolfkCoUaPTcr24/IZmg0hCOte74XmrCHCvDCKeTSjfTNMVkhAe0Y6nEguownx07QSdW6aM4UbakQTP190SOhdZjEdlOgc1QL3pT8T+vk5n4OsyZTDNDJZkvijOOTIKmn6M+U5QYPrYEE8XsrYgMscLE2HwqNgR/8eVl0jyv+Rc17/6yWr8p4ijDERzDKfhwBXW4gwYEQIDBM7zCmyOdF+fd+Zi3lpxi5hD+wPn8AXpnjnU=</latexit>

⌫e
<latexit sha1_base64="bPby+yg77RyCKZHWZ1xBfG/ZYt4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5PZn1sV+tuXV3DrJKvILUoECzX/3qDRKWxSgNE1TrruemJsipMpwJnFZ6mcaUsjEdYtdSSWPUQT4/dkrOrDIgUaJsSUPm6u+JnMZaT+LQdsbUjPSyNxP/87qZiW6CnMs0MyjZYlGUCWISMvucDLhCZsTEEsoUt7cSNqKKMmPzqdgQvOWXV0nrou5d1t2Hq1rjtoijDCdwCufgwTU04B6a4AMDDs/wCm+OdF6cd+dj0Vpyiplj+APn8wfVW46x</latexit>

8 GeV
Protons

Be Target Magnetic 
Focusing Decay Pipe

⌫µ
<latexit sha1_base64="nqCfXb1yBVfslcBhejUHLjxyRh0=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCnosevFYwX5AU8pmO22XbjZhdyKWEC/+FS8eFPHqv/Dmv3Gb9qCtDwYe783s7LwgFlyj635bhaXlldW14nppY3Nre8fe3WvoKFEM6iwSkWoFVIPgEurIUUArVkDDQEAzGF1P/OY9KM0jeYfjGDohHUje54yikbr2gY/wgPk7qYJelvoy6fphknXtsltxcziLxJuRMpmh1rW//F7EkhAkMkG1bntujJ2UKuRMQFbyEw0xZSM6gLahkoagO2m+OXOOjdJz+pEyJdHJ1d8TKQ21HoeB6QwpDvW8NxH/89oJ9i87KZdxgiDZdFE/EQ5GziQOp8cVMBRjQyhT3PzVYUOqKEMTWsmE4M2fvEgapxXvrOLenperV7M4iuSQHJET4pELUiU3pEbqhJFH8kxeyZv1ZL1Y79bHtLVgzWb2yR9Ynz8Gs5fk</latexit>

⌫e
<latexit sha1_base64="docdGG/AhIwqa3BjdQv7e1I9OQA=">AAAB/3icbVBNS8NAEN3Ur1q/ooIXL8EieCqJCnosevFYwX5AW8pmM2mXbjZhdyKW2IN/xYsHRbz6N7z5b9ymPWjrg4HHezM7O89PBNfout9WYWl5ZXWtuF7a2Nza3rF39xo6ThWDOotFrFo+1SC4hDpyFNBKFNDIF9D0h9cTv3kPSvNY3uEogW5E+5KHnFE0Us8+6CA8YP5OpiAYZx2Z9mDcs8tuxc3hLBJvRspkhlrP/uoEMUsjkMgE1brtuQl2M6qQMwHjUifVkFA2pH1oGyppBLqb5XvHzrFRAieMlSmJTq7+nshopPUo8k1nRHGg572J+J/XTjG87GZcJimCZNNFYSocjJ1JGE7AFTAUI0MoU9z81WEDqihDE1nJhODNn7xIGqcV76zi3p6Xq1ezOIrkkByRE+KRC1IlN6RG6oSRR/JMXsmb9WS9WO/Wx7S1YM1m9skfWJ8/YD+W9w==</latexit>

⌫̄e
<latexit sha1_base64="VebTDNByTc92Pe5PPIhYSRNcfUI=">AAACBHicbVDLSsNAFJ3UV62vqMtugkVwVRIVdFl047KCfUATwmR62w6dTMLMjVhCF278FTcuFHHrR7jzb5w+Ftp64MLhnHvnzj1RKrhG1/22Ciura+sbxc3S1vbO7p69f9DUSaYYNFgiEtWOqAbBJTSQo4B2qoDGkYBWNLye+K17UJon8g5HKQQx7Uve44yikUK77CM84PSdPBIZjHM/osqXWQjj0K64VXcKZ5l4c1Ihc9RD+8vvJiyLQSITVOuO56YY5FQhZwLGJT/TkFI2pH3oGCppDDrIp8vHzrFRuk4vUaYkOlP190ROY61HcWQ6Y4oDvehNxP+8Toa9yyDnMs0QJJst6mXCwcSZJOJ0uQKGYmQIZYqbvzpsQBVlaHIrmRC8xZOXSfO06p1V3dvzSu1qHkeRlMkROSEeuSA1ckPqpEEYeSTP5JW8WU/Wi/VufcxaC9Z85pD8gfX5A1HAmSc=</latexit>

⌫̄µ
<latexit sha1_base64="iAqw37hqx0PGu0kdKagD+dxn1W0=">AAACBnicbVDLSgNBEJyNrxhfqx5FWAyCp7Crgh6DXjxGMA/IhjA76SRDZmeXmR4xLDl58Ve8eFDEq9/gzb9x8jhoYkFDUdU9PV1RKrhG3/92ckvLK6tr+fXCxubW9o67u1fTiVEMqiwRiWpEVIPgEqrIUUAjVUDjSEA9GlyP/fo9KM0TeYfDFFox7Une5YyildruYYjwgJN3skgYGGVhRFUoTTuMzajtFv2SP4G3SIIZKZIZKm33K+wkzMQgkQmqdTPwU2xlVCFnAkaF0GhIKRvQHjQtlTQG3com60fesVU6XjdRtiR6E/X3REZjrYdxZDtjin09743F/7ymwe5lK+MyNQiSTRd1jfAw8caZeB2ugKEYWkKZ4vavHutTRRna5Ao2hGD+5EVSOy0FZyX/9rxYvprFkScH5IickIBckDK5IRVSJYw8kmfySt6cJ+fFeXc+pq05ZzazT/7A+fwB/DWaFA==</latexit>
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• MiniBooNE-based flux uncertainties 
‣ Beamline modeling in Geant4 

‣ $, K production (HARP, SciBooNE) 
‣ $, nucleon interactions 

‣ ∼12% integral flux uncertainty 
• Leverage strong "#/"e correlations →



Figure 11: A neutrino candidate from MicroBooNE data (event 41075, run 3493) measured on the
U plane. (a) Raw waveform after noise filtering in units of average baseline subtracted ADC scaled
by 250 per 3 µs. (b) Charge spectrum in units of electrons per 3 µs after signal processing with 1D
deconvolution. (c) Charge spectrum in units of electrons per 3 µs after signal processing with 2D
deconvolution.

the measured signal contains electronics noise, which is not necessarily as suppressed at low
frequencies. Therefore, following equation (3.3), the low frequency noise will be amplified in the
deconvolution process. The amplification of low frequency noise can be seen clearly in figure 18a.
Left unmitigated, the amplification of low frequency noise would lead to an unacceptable uncertainty
in the charge estimation.

In principle, the amplification of the low-frequency noise through the deconvolution process
can be suppressed through the application of low-frequency (high-pass) filters similar to the filters
suppressing high-frequency (low-pass) noise. However, as explained in section 3.1.1, applying such
a low-frequency filter would lead to an alteration of the charge distribution in extended (non-local)
time ranges, which is not desirable. Instead we turn to the technique of selecting a signal region of
interest (ROI) in the time domain.

The region of interest (ROI) technique was proposed [30] to reduce the data size and to speed
up the deconvolution process. The idea is to limit the deconvolution to a small time window that is
slightly bigger than the extent of the signal it contains. The entire event readout window (4.8 ms
for MicroBooNE) is replaced by a set of ROIs. For induction wire signals, the ROI technique also
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MicroBooNE

Figure 28: An example neutrino candidate event display from MicroBooNE data (event 41075, run
3493) showing a U plane view. (a) The raw waveform image in units of average baseline subtracted
ADC scaled by 250 per 3 µs. (b) The image after software noise-filtering in units of average baseline
subtracted ADC scaled by 250 per 3 µs. (c) The image after 2D deconvolution in units of electrons
per 3 µs. Prolonged signals associated with near-vertical tracks, such as the one at the top left of
each event display window, are recovered after the deconvolution step. Additionally, the image
quality near the neutrino interaction vertex improves after the 2D deconvolution, which is expected
to lead to improvements in the pattern recognition.

Figure 30 shows an event display of the U plane from a di�erent event, and shows a similar
improvement after the deconvolution. The delta ray (low-energy knock-out electron) associated
with the longer muon track at the bottom of the display comes into focus, and the short vertical
track pointing to the vertex is recovered. This short track may be associated with a proton that was
knocked out of an argon nucleus by a neutron associated with the neutrino interaction. Accurately
identifying tracks near neutrino interaction vertices is important for neutrino event reconstruction
at MicroBooNE as well as at DUNE [36].

Shown in figure 31 is yet another event display corresponding to the event showcased in
figure 30, this time for the V plane view. As for the case of the U plane for the same event, the delta
rays associated with the longer muon track at the bottom of the display and the neutrino interaction
vertex become more easily identifiable by eye in the image after the deconvolution, and the short
track near the neutrino interaction vertex is recovered. However, one also notices some blurring of
the event image near the neutrino interaction vertex. This is in part due to a deficiency in the ROI
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Figure 11: A neutrino candidate from MicroBooNE data (event 41075, run 3493) measured on the
U plane. (a) Raw waveform after noise filtering in units of average baseline subtracted ADC scaled
by 250 per 3 µs. (b) Charge spectrum in units of electrons per 3 µs after signal processing with 1D
deconvolution. (c) Charge spectrum in units of electrons per 3 µs after signal processing with 2D
deconvolution.

the measured signal contains electronics noise, which is not necessarily as suppressed at low
frequencies. Therefore, following equation (3.3), the low frequency noise will be amplified in the
deconvolution process. The amplification of low frequency noise can be seen clearly in figure 18a.
Left unmitigated, the amplification of low frequency noise would lead to an unacceptable uncertainty
in the charge estimation.

In principle, the amplification of the low-frequency noise through the deconvolution process
can be suppressed through the application of low-frequency (high-pass) filters similar to the filters
suppressing high-frequency (low-pass) noise. However, as explained in section 3.1.1, applying such
a low-frequency filter would lead to an alteration of the charge distribution in extended (non-local)
time ranges, which is not desirable. Instead we turn to the technique of selecting a signal region of
interest (ROI) in the time domain.

The region of interest (ROI) technique was proposed [30] to reduce the data size and to speed
up the deconvolution process. The idea is to limit the deconvolution to a small time window that is
slightly bigger than the extent of the signal it contains. The entire event readout window (4.8 ms
for MicroBooNE) is replaced by a set of ROIs. For induction wire signals, the ROI technique also
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(a) Electron drift paths.
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(b) Weighting potential on a U wire.
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(c) Weighting potential on a V wire.
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(d) Weighting potential on a Y wire.

Figure 2: A demonstration of electron drift paths in the applied electric field (panel a) and weighting
potentials (panels b, c, d) on individual wires of the 2D MicroBooNE TPC model, using the Garfield
program. The coordinates for each plane are defined in section 2.3 as shown in figure 8a. The x-Axis is in
the drifting field direction and the z-Axis is in the beam direction. The weighting potential is a dimensionless
quantity, given as a value relative to the to the electric potential on the target wire. Values for the weighting
potential are indicated in percentage on each equipotential line, ranging from 1% for the farthest to 60% for
the closest illustrated.
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Detector Modeling

1. Signal processing (MicroBooNE, JINST 13 P07007, 2018 and JINST 13 P07007, 2018)

Detailed modeling of particle propagation, electron 
drift & detector response, and photon propagation
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MICROBOONE-NOTE-1018-PUB

In Situ Laser System dQ/dx Calibration with Cosmic Muons
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Figure 10: The variation of YZ correction factors in the collection plane for the combined time period
from February to May in 2016 in data. The Z axis represents correction factors for a given 5 cm ⇥ 5
cm cell in the YZ plane.

days. See Figure 11 for the variation of time correction over time. Figure 12 shows the effect of dQ/dx
calibration both in Monte Carlo and data. To create these comparison plots anode-cathode crossing
cosmic muons are used.
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Figure 11: The variation of the time correction C(t) over time in the collection plane.

6.2 dE/dx calibration
The absolute calibration of the detector is done using both Monte Carlo and data. Figure 13 shows
�2 ��2

Min vs Calibration Constant C for the collection plane. The best fit value is the one that gives
the minimal �2. The uncertainty is determined by ��2 = �2 � �2

Min = 1
The calibration constants derived for the collection plane are shown in Table 2. The Monte Carlo

calibration constant uncertainty is statistical only. The data calibration constant uncertainty include
both the statistical uncertainty and the recombination uncertainty. Figure 14 shows the comparison
between prediction and the measured MPV dE/dx with these calibration constants for stopping muons
both in Monte Carlo and data.
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MicroBooNE Preliminary

Detector Modeling

1. Signal processing (MicroBooNE, JINST 13 P07007, 2018 and JINST 13 P07007, 2018)

2. Response Calibration or How Things Go Wrong

Detailed modeling of particle propagation, electron 
drift & detector response, and photon propagation
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Detector Modeling
Detailed modeling of particle propagation, electron 
drift & detector response, and photon propagation

1. Signal processing (MicroBooNE, JINST 13 P07007, 2018 and JINST 13 P07007, 2018)

2. Response Calibration or How Things Go Wrong
7

FIG. 5. Ratios (data/simulation) and fitted simulation modification functions for mean hit charge and mean hit width vs. x on
each of the three wire planes. The solid lines are the bin values, with error bars showing the statistical uncertainties, and the
dashed lines are spline fits. The width of each bin is indicated by the solid horizontal bars. The binning is chosen to ensure
high statistics in each bin.

FIG. 6. Distribution of hit widths on the collection plane for �10 < y < 0 cm in the cosmic data. On the left, this distribution
before any correction for the hit width dependence on x. The “double-peak” structure is evident, where the low-width peak
comes from ACPT trajectory points near the anode and the high-width peak comes from points near the cathode (see Figure 4).
On the right, the x-correction has been applied and the double-peak structure is removed. A time tick translates to 0.5 µs [1].

D. Measurements in Angular Variables

In addition to the position of the charge in the de-
tector discussed in the preceding sections, this method
also considers the orientation of the particle trajectory in
angular variables. This captures e↵ects related to long-
range induced charge signals on the wires as well as the
signal processing. The same procedure as in the previous
section is applied, including the x-correction for the hit
properties described in in Section IVB. This section de-
tails some special considerations related to the choice of
basis for the angular variables, and how to handle angles
relative to each wire plane where signal processing and
hit finding become less reliable.

The two angles most relevant for describing the de-
tector response to a charged particle track are the angle
with respect to the drift direction (x) and the angle with
respect to the wire direction (which is di↵erent for each
wire plane). For the collection plane, where the wires are

oriented vertically, these are the angles ✓XZ and ✓Y Z ,
respectively, as defined in Equation 1. For the induc-
tion planes, where the wires are oriented at ±60° from
the vertical, analogous angles are defined with respect
to a di↵erent set of basis vectors, x0, y0, and z0, where
x0 remains the drift direction, y0 is the appropriate wire
direction, and z0 completes an orthogonal right-handed
basis. Mathematically, this is expressed by the following
expressions for the first (upper sign) and second (lower
sign) induction planes.

x0 = x

y0 = y cos(60°)± z sin(60°)
z0 = y sin(60°)⌥ z cos(60°)

(3)

The angles ✓XZ and ✓Y Z are used for all wire planes with
the understanding that these quantities always refer to
the angle definition relevant for the plane in question.
With this choice of angular basis, the variations in hit
properties in ✓XZ and ✓Y Z can be treated independently.

10

deposit. The hit charge and width scale factors for each
Gaussian region of the wires are computed as the energy-
weighted average of the scale factors over the associated
set of energy deposits. For example, the scale factor R
for hit widths as a function of x is given by

R =

P
i Ei ·R�(xi)P

i Ei
(5)

where the sums are over the set of energy deposits con-
tributing to the Gaussian region, Ei is the energy of the
ith energy deposit, and R�(xi) is the spline fit for the hit
widths as a function of x from Figure 5 evaluated at the
x position of the ith energy deposit. The scale factors are
set to unity if the Gaussian region has total charge greater
than 80 units but less than 0.3 MeV of deposited energy
associated with it. This prevents small amounts of sim-
ulated charge from modifying cosmic-dominated regions
of the waveforms.

Finally, the above information is used to modify the
overall waveform to have the desired integrated charge
and width. This is accomplished by modifying the wave-
form at each time tick using the following procedure. The
original waveform is approximated by adding together
the Gaussian functions that describe each region with
their original parameters (mean time tick t0, width �,
and integrated charge Q). Similarly, the desired post-
modification waveform is approximated by adding to-
gether the Gaussian functions with the same mean time
tick but with modified charge Q0 and width �0 based on
their computed scale factors. At each tick, the waveform
is scaled by

scale(t) =

P
j Gaus(t; tj , Q0

j ,�
0
j)P

j Gaus(t; tj , Qj ,�j)
(6)

where

Gaus(t; t0, Q,�) =
Qp
2⇡ �

exp

✓
� (t� t0)2

2�2

◆
(7)

with sums over the Gaussian region(s) within the rele-
vant wire signal region. Figure 10 shows two examples
of how this procedure modifies the waveforms. The fi-
nal result of running this procedure over an event is a
new set of wire waveforms, where signals from simulated
charge have been modified but signals from the cosmic
data overlay are unchanged. Waveform modifications are
performed separately in each of the geometric variables,
all in the manner described above for x. This results in
one set of modified events for each of x, (y, z), ✓XZ , and
✓Y Z .

In order to validate this method, a closure test was
performed using a simulation event sample in which the
waveforms were modified in accordance with the ratios
extracted above, and in which the hit properties were
then re-measured. The hit properties in the modified
simulation are predicted exactly using the ratios the mod-
ification was based on, and the results show agreement
within ±2% of those expectations in all variables.

FIG. 10. Examples of modified waveforms. The top graph
shows a simple example where the wire signal region is well-
described by a single Gaussian function. The bottom graph
shows a case where one portion of the waveform is associated
to simulated charge while the other is associated with cosmic
data charge. Here, the simulation-dominated portion of the
waveform is modified but the cosmic-dominated portion is
not.

VI. UNCERTAINTIES ON PHYSICS
OBSERVABLES

Post-modification simulated event samples for each of
the variables x, (y, z), ✓XZ , and ✓Y Z agree better with
the data from the MicroBooNE detector in specific ways
related to the wire response as a function of that vari-
able. This section details how small-statistics samples of
simulated events with modified waveforms can be used to
quantify any bias due to the detector mis-modeling in the
nominal simulation, and how that bias can be included
in the quoted systematic uncertainties. The principle is
that the di↵erence between the nominal simulation and
the modified simulations for each variable is used as the
estimate of the corresponding bias. For most current

• Highest precision measurements yet performed with 
LArTPC technology 

• Many subtle and correlated effects in the detector 
response model 

• A novel approach: Capture waveform-level data/
MC differences in response as a function of x, yz, 
angles, etc. as a correction and residual modeling 
systematic 

• Augment with light, G4, and other systematics

3. Systematic Uncertainties

arxiv:2111.03556, submitted to EPJC

Diffusion: JINST 16, P09025 (2021) 
Space charge: JINST 15, P12037 (2020) 
Signal model: JINST 12, P08003 (2017); JINST 13, 
P07006 & P07007 (2018) 
TPC Cal: JINST 15, P03022 (2020) 
E Field: JINST 15, P07010 & P12037 (2020) 
EM Showers: JINST 15, P02007 (2020), arxiv:2110.11874 
Protons: arxiv:2109.02460 (accepted to JHEP)



• Pioneered the use GENIE version 3 
• Latest theory-driven modeling 

• New tunes including T2K CC0π data 
• Tuning & uncertainties for the most 

important model degrees of freedom 
• arxiv:2110.14028, submitted to PRD

These two e�ects turn up in di�erent regions of our 2D space
I Put in both e�ects, take ratio to nominal:
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Neutrino Interactions
Interaction Modeling & Uncertainties

Searching for possible new physics in a 
regime with poor a priori constraints 

(ν-Ar interactions at 200 MeV)
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Nuclear physics effects 
e.g. interactions with correlated nucleon pairs (2p2h, or MEC)
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Figure 3: Comparison of the GENIE v2.12.2 prediction, GENIE v3.0.6 G18 10a 02 11a prediction, and the prelim-
inary fit results to the T2K CC0⇡ analysis 1 data. Note that the �2 shown in the plot are calculated using only

diagonal elements of the covariance matrix (i.e. the �2 shown here are the same as the �2 used to determine
good fit to the data).
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Figure 4: Comparison of the GENIE v2.12.2 prediction, GENIE v3.0.6 G18 10a 02 11a prediction, and the pre-
liminary fit results to the T2K CC0⇡ analysis 1 data. Note that the �2 shown in the plot are calculated using the
full analysis covariance matrix. The �2 shown here do not come from the fits and aren’t compatible with those
from the fits; for the fits, only diagonal elements in the bin-error covariance matrix were considered. Otherwise,
the predictions and data shown here are identical to Figure 3.
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• Pioneered the use GENIE version 3 
• Latest theory-driven modeling 

• New tunes including T2K CC0π data 
• Tuning & uncertainties for the most 

important model degrees of freedom 
• arxiv:2110.14028, submitted to PRD

These two e�ects turn up in di�erent regions of our 2D space
I Put in both e�ects, take ratio to nominal:

true three momentum transfer (GeV)
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3 GeV neutrino + carbon
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2p2h enhancement

I Use illustrative Nieves et al. calculations PRC 70, 055503 (2004); PRC 83, 045501 (2011)

I Calculations only for 0⇡ final states
��••�•� 26

P. Rodrigues (MINERvA), FNAL JETP 12/15

PRL 108, 161802 (2012)
Phys. Rev. D 89, 112003 (2014)

MicroBooNE
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Neutrino Interactions
Interaction Modeling & Uncertainties

Searching for possible new physics in a 
regime with poor a priori constraints 

(ν-Ar interactions at 200 MeV)
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Nuclear physics effects 
e.g. interactions with correlated nucleon pairs (2p2h, or MEC)
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Figure 3: Comparison of the GENIE v2.12.2 prediction, GENIE v3.0.6 G18 10a 02 11a prediction, and the prelim-
inary fit results to the T2K CC0⇡ analysis 1 data. Note that the �2 shown in the plot are calculated using only

diagonal elements of the covariance matrix (i.e. the �2 shown here are the same as the �2 used to determine
good fit to the data).
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Figure 4: Comparison of the GENIE v2.12.2 prediction, GENIE v3.0.6 G18 10a 02 11a prediction, and the pre-
liminary fit results to the T2K CC0⇡ analysis 1 data. Note that the �2 shown in the plot are calculated using the
full analysis covariance matrix. The �2 shown here do not come from the fits and aren’t compatible with those
from the fits; for the fits, only diagonal elements in the bin-error covariance matrix were considered. Otherwise,
the predictions and data shown here are identical to Figure 3.
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cos(✓) spectra, very forward angle bins have a large com-
ponent of 2p2h events. Although CCQE scattering is the
dominant reaction mechanism at opening angles of about
90� as expected from the 2-body kinematics, the small-
and large-angle regions are an interesting combination of
interactions which will have to be understood through
further theoretical and experimental studies.
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FIG. 21. Breakdown of interaction components of cross sec-
tion as a function of pµ according to GENIE v2. Interac-
tion types of CCQE, 2p2h, and pion production are shown;
the pion production events are further divided into resonant
(RES) and nonresonant (NONRES) channels. As a result of
the signal definition, there are no coherent pion production
events in the final simulation sample. The number of events
per bin is shown with arbitrary normalization.
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FIG. 22. Breakdown of interaction components of cross sec-
tion as a function of pp according to GENIE v2. The number
of events per bin is shown with arbitrary normalization.

A. Model Comparisons

Models of neutrino interactions are improving rapidly
and experiments must make a choice of models to use for
e�ciency and background estimation at the time of an
analysis. For this MicroBooNE measurement, GENIE
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FIG. 23. Breakdown of interaction components of cross sec-
tion as a function of cos ✓µ according to GENIE v2. The
number of events per bin is shown with arbitrary normaliza-
tion.
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FIG. 24. Breakdown of interaction components of cross sec-
tion as a function of cos ✓p according to GENIE v2. The
number of events per bin is shown with arbitrary normaliza-
tion.
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FIG. 25. Breakdown of interaction components of cross sec-
tion as a function of ✓µ,p according to GENIE v2. The number
of events per bin is shown with arbitrary normalization.

v2 is used. However, data are compared with GENIE
v3.0.6 with tune G18 10a 02 11a (labelled as “GENIE

MicroBooNE 
PRD 102, 112013 (2020)
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• νμ-Argon CC Inclusive 
• PRL 123 13, 131801 (2019) 
• Double-differential (pμ, cosθμ) cross 

section with 4π angular coverage 
• Suppression at high cosθμ favors newer 

models with low-Q2 RPA suppression 
• Energy-dependent CC Inclusive 
• arXiv:2110.14023, sub. to PRL 
• High-statistics measurement of νμ CC 

inclusive: total σ & vs. Eμ and ν 
• Updated uncertainty modeling 

• νμ CC π0 production 
• Phys. Rev. D 99 9, 091102 (2019) 
• Probes A dependence in FSI modeling 
• Electromagnetic shower reconstruction

Selected Cross Section Results

Additionally, we compute a flux-integrated cross section
σðνμ þ Ar → μ− þ XÞ per nucleon of

σ¼0.693%0.010ðstatÞ%0.165ðsystÞ×10−38 cm2; ð5Þ

which is obtained by integrating the number of signal and
background events, as well as the efficiency over all bins.
The measured flux-integrated cross section agrees with the
predictions from the models described above within uncer-
tainty, with GENIE v2 giving the largest discrepancy.
In summary, we have reported the first double-differ-

ential νμ charged current inclusive cross section on argon.
The presented analysis has full angular coverage and uses
multiple Coulomb scattering to estimate the muon momen-
tum, a significant step forward for the LArTPC technology.
As shown in the comparison with various predictions,

these data provide a way to differentiate models in neutrino
event generators. These measurements not only inform the
theory of neutrino-nucleus scattering, but also reduce the
systematic uncertainties associated with cross section
measurements in neutrino oscillation experiments.

This document was prepared by MicroBooNE using the
resources of the Fermi National Accelerator Laboratory
(Fermilab), a U.S. Department of Energy, Office of
Science, HEP User Facility. Fermilab is managed by
Fermi Research Alliance, LLC (FRA), acting under
Contract No. DE-AC02-07CH11359. MicroBooNE is sup-
ported by the U.S. Department of Energy, Office of Science,
Offices of High Energy Physics and Nuclear Physics; the
U.S. National Science Foundation; the Swiss National
Science Foundation; the Science and Technology
Facilities Council (STFC), part of UK Research and
Innovation; and The Royal Society (United Kingdom).
Additional support for the laser calibration system and CR
tagger was provided by the Albert Einstein Center for
Fundamental Physics, Bern, Switzerland.

*microboone_info@fnal.gov
[1] B. Abi et al. (DUNE Collaboration), The DUNE far detector

interim design report, Volume 1: Physics, technology and
strategies, arXiv:1807.10334.
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GENIE v2.12.2 + Emp. MEC
GENIE v3.0.6 G1810a0211a
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FIG. 2. νμ CC inclusive double-differential cross section on argon per nucleon n as a function of the measured muon momentum and
cosine of the measured muon polar angle (angle with respect to the incoming neutrino direction), d2σ=ðdpreco

μ d cos θrecoμ Þ½10−38 cm2=
ðGeV nÞ'. The data (black) are compared to a GENIE v2 with empirical MEC prediction (green), a GENIE v3 prediction (blue), a GIBUU

prediction (orange), and a NUWRO prediction (red), as described in the text. The vertical bars show statistical and systematic
uncertainties.
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Additionally, we compute a flux-integrated cross section
σðνμ þ Ar → μ− þ XÞ per nucleon of

σ¼0.693%0.010ðstatÞ%0.165ðsystÞ×10−38 cm2; ð5Þ

which is obtained by integrating the number of signal and
background events, as well as the efficiency over all bins.
The measured flux-integrated cross section agrees with the
predictions from the models described above within uncer-
tainty, with GENIE v2 giving the largest discrepancy.
In summary, we have reported the first double-differ-

ential νμ charged current inclusive cross section on argon.
The presented analysis has full angular coverage and uses
multiple Coulomb scattering to estimate the muon momen-
tum, a significant step forward for the LArTPC technology.
As shown in the comparison with various predictions,

these data provide a way to differentiate models in neutrino
event generators. These measurements not only inform the
theory of neutrino-nucleus scattering, but also reduce the
systematic uncertainties associated with cross section
measurements in neutrino oscillation experiments.
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Science, HEP User Facility. Fermilab is managed by
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tagger was provided by the Albert Einstein Center for
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*microboone_info@fnal.gov
[1] B. Abi et al. (DUNE Collaboration), The DUNE far detector

interim design report, Volume 1: Physics, technology and
strategies, arXiv:1807.10334.

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.2

0.4

0.6]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.00reco
µ cos(-0.50 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.5

1]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.27reco
µ cos(0.00 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.5

1

]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.45reco
µ cos(0.27 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.5

1

1.5

]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.62reco
µ cos(0.45 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.5

1

1.5

2]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.76reco
µ cos(0.62 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.5

1

1.5

2

2.5]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.86reco
µ cos(0.76 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

1

2

3

]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < 0.94reco
µ cos(0.86 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

1

2

3

]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

 1.00) reco
µ cos(0.94 

0 0.5 1 1.5 2 2.5
 [GeV]reco

µp

0

0.1

0.2

0.3

0.4]
G

eV
 n2

cm
 

-3
8

 [1
0

)
re

co
µ

dc
os

(
re

co
µ

dp

2 d

) < -0.50reco
µ cos(-1.00 

GENIE v2.12.2 + Emp. MEC
GENIE v3.0.6 G1810a0211a
GiBUU 2019
NuWro 19.02.1

 Syst. Unc.)Data (Stat. 

 POT201.6 × 10MicroBooNE 
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photon being reconstructed as two showers and are rejected.
Finally, the leading and subleading showers are required to
start within 80 and 100 cm of the interaction vertex,
respectively. Events where more than one pair of showers
passes this criteria are rejected as multi-π0 background. This
two-shower selection has a purity of 64% and a signal
efficiency of 6%, based on simulation.
With two showers, the diphoton invariant mass is mea-

sured and compared with the expected π0 mass. We apply
simulation-based shower energy-scale corrections of, on
average, 40% to account for energy lost during hit formation
and clustering [28]. The final diphoton invariant mass
distribution has a mean, 128! 5 MeV=cm2, consistent,
within statistical uncertainties, with the π0 mass (Fig. 3).
The normalization disagreement shown in Fig. 3 is within
flux and cross section uncertainties, discussed later. This
provides further confidence that the selected photons origi-
nate from π0 decays.

IV. CROSS SECTION MEASUREMENT

Using the selection with at least one shower, we measure
the total flux integrated cross section via the following
relation:

hσiΦ ¼ N − B
ϵTΦ

; ð1Þ

where N is the number of events selected in data (771
events), B is the number of expected background events, ϵ
is the efficiency for selecting signal events, T is the number
of argon targets within the fiducial volume, and Φ is the
integrated νμ flux from 0 to 3 GeV. Off-beam data are used
to model the pure CR backgrounds in B (86.9 events); the
remainder of the total background (347.3 events) is taken
from the simulation. The detector volume is treated as pure
argon to calculate T.
We identify three major sources of systematic uncertainty

for this measurement: the neutrino flux prediction, the
neutrino-argon interaction model, and the detector simula-
tion. We assess uncertainties on the neutrino flux prediction
using the final flux simulation from the MiniBooNE col-
laboration [14] adopted to theMicroBooNEdetector size and
location. These account for hadron production in the beam-
line, the focusing optics of the secondary pion beam, and
proton counting. Varying these effects results in a 16%
uncertainty on the final cross section. For the neutrino-argon
interaction uncertainties, individual parameters are varied
within the GENIE neutrino interaction models [20].
Variations in the neutrino interaction modeling have a
negligible impact on the selection efficiency. The dominant
uncertainties on the backgrounds come from the resonance
model parametrization and the FSI modeling and lead to a
17% total uncertainty on the resulting cross section meas-
urement. Finally, for the detector simulation, a wide variety
of microphysical effects are varied, including the electron

diffusion, the scintillation light yield, the electron recombi-
nation [33], and localized electric field distortions. Further,
the simulated detector response is varied for effects such as
the single photon rate observed in the PMTs, the electronics
noise [25], the signal response shape, nonresponsive chan-
nels, the visibility of the region surrounding the TPC to the
PMTarray, and a simulation of long-range induced signals on
the wires [34,35]. An additional uncertainty is assessed on
the reconstructed neutrino interactions that are contaminated
by simulated CR activity. Together the detector simulation
variations yield a 21% uncertainty on the final cross section
measurement. This set of uncertainties, while dominant, is
expected to be reduced by an ongoing program of detector
calibrations. Each systematic uncertainty is treated as uncor-
related and quadratically summed to give a total systematic
uncertainty of 31%.

V. RESULTS AND DISCUSSION

The flux-integrated total cross section for CC single π0

production on argon, measured through the reconstruction
of at least one shower, is found to be

hσiΦ ¼ 1.9! 0.2ðstatÞ ! 0.6ðsystÞ × 10−38
cm2

Ar
:

Using the selection that requires at least two showers, a
consistent cross section, within statistical uncertainties, is
measured. We compare four models of resonant pion
production to this measurement in Fig. 4. The RS model
[19], shown with and without the effects of FSI, and the
Berger-Sehgal (BS) model [36], as implemented in GENIE,
as well as for an alternative generator, NUWRO [37].

FIG. 4. The measured total flux integrated νμ CC single π0

cross section for ANL, MiniBooNE, and MicroBooNE with the
bars denoting the total uncertainty. These are compared to the
flux averaged default GENIE prediction with the RS model (solid
blue) and with FSI removed (dashed blue) and an alternative
GENIE model with the BS model (solid pink). NUWRO pre-
dictions are shown in solid red.
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for identifying EM showers, like deep neural networks [32],
could be employed in the future to increase our efficiencies at
the lowest energy.
At BNB neutrino energies 95% of events that contain

neutrino-induced photons are CC single π0 events, with the
remainder predominantly coming from events with two or
more π0. For the cross section measurement described here,
we require at least one photon to be reconstructed, enabling
a higher event selection efficiency. The efficiency and
background subtraction used are estimated from the sim-
ulation and a two shower selection is employed as a cross-
check. To associate a shower to the neutrino interaction, we
require at least one reconstructed shower to point towards
the interaction vertex with an impact parameter, or distance
of closest approach of the backward shower projection, of
less than 4 cm, and a start point located within 62 cm of the
vertex. These values are chosen to maximize the purity of
the selection.
Requiring one or more reconstructed photons, there are

771 candidate events in the data sample that, based on
simulation, have a 56% purity and 16% efficiency for νμ
CC π0 interactions. The dominant source of background,
15% of the sample, comes from EM showers produced near
the vertex (such as radiation emanating from muons),
Michel decays, π! → π0 charge exchange in pion transit
in the detector, and nucleon inelastic scatters in the detector
volume. A further 8% of the events have a shower
misreconstructed from non-EM activity. CR backgrounds
make up 12% of the sample. The remaining sample results
from multi-π0 events (5%), νμ CC induced single π0 events
outside the fiducial volume (2%), and the remainder come
from neutral-current and non-νμ CC interactions.
The distribution of the three-dimensional distance from a

vertex to the reconstructed shower start point is shown in
Fig. 2 along with a breakdown of the selected sample into
primary photons created by the following: a neutrino
interaction, activity from a neutrino interaction we identify
as a shower that is not a primary photon, activity uncorre-
lated with the neutrino interaction (noise or CR) misiden-
tified as a shower coming from the neutrino interaction
vertex, and purely CR induced backgrounds, where the
simulation is area normalized to the data. This distribution
is fit, in the range of 13 to 60 cm, with an exponential
function whose slope provides a measurement of the
conversion distance of the photons. We exclude the first
bin from the fit to remove the contribution from tracks
misreconstructed as showers near the vertex. A linear
function is included in the fit to model the summed back-
grounds, which tend to be flat based on simulation. The
resulting conversion distance of 24! 1ðstatÞ cm is consis-
tent with simulation and consistent with our expectation of
the energy-dependent photon-argon cross section [28].
To cross-check this selection, we measure the two-

photon invariant mass spectrum with a second selection
that requires at least two showers reconstructed with an

impact parameter less than 4 cm. The leading photon of a
π0 decay cannot have less energy than mπ0=2; therefore, it
is required that at least 60% of the photon energy is
reconstructed (40 MeV). Reconstructed showers that are
separated by less than 20° are largely the result of a single
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FIG. 3. a) The extracted ⌫µCC inclusive scattering cross section per nucleon divided by the bin-center neutrino energy, as a
function of neutrino energy. b) The measured ⌫µCC di↵erential cross section per nucleon as a function of muon energy d�/dEµ.
c) The measured ⌫µCC di↵erential cross section per nucleon as a function of energy transfer d�/d⌫. Various model predictions
are compared to all three measurements (see text for details).

In summary, we present a measurement of cross section
as a function of the neutrino energy based on data from a
broad-band neutrino beam. We report the nominal-flux
weighted total inclusive ⌫µCC cross sections � (E⌫), and
the nominal flux-averaged di↵erential cross sections as
a function of muon energy d�/dEµ and energy transfer
d�/d⌫ using the Wiener-SVD unfolding method [40]. A
new procedure based on the conditional covariance ma-
trix formalism [51] and the bootstrapping method [49]
is used to validate the model of missing energies, which
enables the first measurement of d�/d⌫ on argon and
significantly adds value to the measurement of the to-
tal cross section as function of neutrino energy � (E⌫).
These results provide a detailed way to compare data
and calculations beyond what is possible with existing
flux-averaged total cross section results. With additional
accumulated data statistics (up to 1.2⇥1021 POT from
BNB) in the MicroBooNE detector, additional neutrino
cross-section measurements are expected that will lead to
further model development and generator improvements
for neutrino scattering in argon.
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• νμ CC quasielastic-like (1μ1p) 
• Phys. Rev. Lett. 125 20, 201803 (2020) 
• High-purity exclusive CCQE selection 
• 81% CCQE purity using Δφμp coplanarity 

and transverse momentum pT < 350 MeV/c 
• νμ CC 1μ 0π Np 
• Phys. Rev. D 102, 112013 (2020) 
• 1D differential in pμ, pp, θμ, θp, θμp 
• Model comparisons in hadronic kinematics 
• Phase space matching detector response: 

pμ>100 MeV/c, leading pp 300–1200 MeV/c

Selected Cross Section Results: Protons

20

reco
pµθ

0 0.5 1 1.5 2 2.5 3

/n
uc

le
us

)
2

 c
m

-3
7

 (1
0

re
co p

µθ
/d

σd

0

0.5

1

1.5

2
Data

/dof=5.9/62χGENIE v3, 
/dof=7.5/62χNuWro, 

/dof=11.9/62χNEUT, 
/dof=1.5/62χGiBUU, 

MicroBooNE

FIG. 35. Measured cross section as a function of ✓µ,p com-
pared with various models. See Fig. 31 and Sec. VIIIA for
more details.

nisms that are expected to contribute to these data (see
Fig. 25). The measured cross section in the lowest and
highest angular bins is approximately 10% of the cross
section at the peak. Simulations indicate the small open-
ing angle data is populated entirely by events with FSI.
All the calculations have the two alternate mechanisms,
2p2h and RES, and tend to follow the data. The peak
position in the calculations shows large variation. Sim-
ulations with GENIE v3 show the peak position of the
data is sensitive to FSI and binding energy e↵ects. The
largest �2/dof value is for NEUT (2.0) and the smallest
value is for GiBUU (0.25).

In general NEUT and GENIE v2 both overpredict the
cross section, with the other predictions closer to the
measured data. However the �2/dof values are sensi-
tive to shape as well as normalization, showing that in
some variables NEUT predicts the shape much better
than some other generators.

IX. CONCLUSIONS

New muon neutrino cross section data for the CC0⇡Np
interactions on argon from the MicroBooNE experiment
are presented. The simultaneous presentation of these
distributions (covering a wide phase space) in muon and
leading proton momentum and angle is a first for neu-
trino interactions in liquid argon. The signal definition
was chosen to minimize model dependence and allow
straightforward theoretical comparisons. We specify that
at least one proton above 300 MeV/c momentum must be
detected, there are no protons with momentum greater
than 1,200 MeV/c, and the muon momentum must be
greater than 100 MeV/c. No containment requirement

is demanded of the muon track; if the muon is not con-
tained, its momentum is determined by MCS [39]. The
signal definition has no limits on proton or muon angle.
Particle identification cuts ensure that protons in the fi-
nal selections stop inside the detector volume and very
few of them interact in the detector volume. We present
distributions for the muon momentum and polar angle,
leading proton momentum and polar angle, and the an-
gle between the muon and leading proton. These data
have a low proton threshold compared other neutrino ex-
periments, and the high statistics measurement down to
300 MeV/c allows improved model testing. The loose
signal requirement increases the statistical precision over
a large phase space enabling a more precise measurement
of kinematic shapes.
Comparisons between GENIE v2 (used for background

determination, e�ciencies and systematic uncertainties)
and GENIE v3 (Sec.VIIIA) in Figs. 26-30 show signifi-
cant improvement for GENIE v3 in the ability to describe
these data.
Further comparisons are made to modern versions

of neutrino-interaction models often used in predicting
and simulating neutrino events for neutrino experiments.
While GiBUU has paid more attention to theoretical de-
tails of a calculation in a nuclear environment, the other
event generators have adopted models that are often sim-
ilar to each other. As a result, the di↵erences in their
ability to match the data stem primarily from subtle
implementation and tuning di↵erences. Di�culties for
models to describe the muon forward angle spectrum in
the MINERvA [14] CC0⇡ data, the MicroBooNE CCin-
clusive measurement [19], and the MicroBooNE CCQE
measurement [16] are now also seen in this measurement
(see Fig. 33). Most of the calculations predict a larger
cross section in the two most forward bins by between
1� and 2�. Although the prediction from GiBUU is clos-
est to the data in these bins than the other predictions,
it has the largest overall �2 for this distribution when
considering the full shape. In general the shape is more
constrained than the normalization in the covariance ma-
trices for these data.
In addition to di�culties in describing the muon angu-

lar spectrum, interaction models are challenged to pre-
dict the rate of production of low energy protons from
a heavy target. A large variation in the calculations of
proton momentum below roughly 600 MeV/c (175.4 MeV
kinetic energy) is seen with most of the results overpre-
dicting the cross section. This is a stringent test of var-
ious components of the model, particularly proton FSI.
While NEUT has the worst agreement below 600 MeV/c,
GiBUU has the largest �2 for this distribution (1.2 per
dof). NuWro has the best agreement in the low momen-
tum bins and the lowest �2 value (0.7 per dof).
The opening angle (✓µp) distribution (Fig. 35) tests the

underlying reaction mechanism in the most detailed way.
Since the spectrum peaks at values of about ⇡/2 radi-
ans, this is a strong indication that CCQE interactions
dominate this data set, as expected. There is a large
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(Fig. 33) have shown sensitivity in the past [14, 15] be-
cause this is where nuclear e↵ects such as nucleon-nucleon
correlations are strongest. Model results vary by about
30% at forward angles. It is interesting that none of the
calculations have the turnover at the most forward muon
angle bin that is seen in the data. At the beam energies
of this measurement, both muons and protons are dom-
inantly produced at forward angles due to the Lorentz
boost. The data at negative values of cos(✓recoproton) are
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particularly interesting as Monte Carlo simulations show
that the protons at backward angles are almost totally
due to FSI. The proton polar angle cross section and
comparison with model calculations is shown in Fig. 34.
According to Monte Carlo simulation, both muons and
protons at forward angles are dominated by the CCQE
interaction channel. GiBUU has the highest �2 value for
the muon angle and the lowest �2 for proton angle.
The opening angle between the muon and the leading

proton (Fig. 35) can show di↵erent features for CCQE
and other mechanisms because it is more strongly peaked
at about 90� for CCQE and flatter for the other mecha-
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(Fig. 33) have shown sensitivity in the past [14, 15] be-
cause this is where nuclear e↵ects such as nucleon-nucleon
correlations are strongest. Model results vary by about
30% at forward angles. It is interesting that none of the
calculations have the turnover at the most forward muon
angle bin that is seen in the data. At the beam energies
of this measurement, both muons and protons are dom-
inantly produced at forward angles due to the Lorentz
boost. The data at negative values of cos(✓recoproton) are
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particularly interesting as Monte Carlo simulations show
that the protons at backward angles are almost totally
due to FSI. The proton polar angle cross section and
comparison with model calculations is shown in Fig. 34.
According to Monte Carlo simulation, both muons and
protons at forward angles are dominated by the CCQE
interaction channel. GiBUU has the highest �2 value for
the muon angle and the lowest �2 for proton angle.
The opening angle between the muon and the leading

proton (Fig. 35) can show di↵erent features for CCQE
and other mechanisms because it is more strongly peaked
at about 90� for CCQE and flatter for the other mecha-
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particularly interesting as Monte Carlo simulations show
that the protons at backward angles are almost totally
due to FSI. The proton polar angle cross section and
comparison with model calculations is shown in Fig. 34.
According to Monte Carlo simulation, both muons and
protons at forward angles are dominated by the CCQE
interaction channel. GiBUU has the highest �2 value for
the muon angle and the lowest �2 for proton angle.
The opening angle between the muon and the leading

proton (Fig. 35) can show di↵erent features for CCQE
and other mechanisms because it is more strongly peaked
at about 90� for CCQE and flatter for the other mecha-

measurement is 15.9%. The systematic uncertainty sums to
26.2% and includes contributions from the neutrino flux
prediction and POT estimation (18.7%), detector response
modeling (18.4%), imperfect proton and muon efficiency
decoupling (5.7%), and neutrino interaction cross section
modeling (7.1%).
The neutrino flux is predicted using the flux simulation

of the MiniBooNE Collaboration that used the same beam
line [13]. We account for the small distance between
MiniBooNE and MicroBooNE. Neutrino cross section
modeling uncertainties were estimated using the GENIE

framework of event reweighting [46,47] with its standard
reweighting parameters. For both cross section and flux
systematics, we use a multisim technique [48], which
consists of generating many MC replicas, each one called
a “universe,”wheremodel parameters are variedwithin their
uncertainties. Each universe represents a different reweight-
ing. The simultaneous reweighting of all model parameters
allows the correct treatment of their correlations.
A different model is followed for detector model

systematic uncertainties, which are dominated by individ-
ual detector parameters. Unisim samples [48] are gener-
ated, where one detector parameter is varied each time by
1σ. We then examine the impact of each parameter
variation on the extracted cross sections, by obtaining
the differences with respect to the central value on a
bin-by-bin basis. We note that the detection efficiency
used for the cross section extraction is reevaluated for each
variation separately, including bin migration corrections.
This procedure therefore accounts for the systematic
uncertainty in these corrections due to both the cross
section and detector response modeling. One exception
to this process is the systematic uncertainty due to induced
charge effects mentioned above that include the data-
driven correction and are thus estimated separately (see
Supplemental Material [31]). We then define the total
detector 1σ systematic uncertainty by summing in quad-
rature the effect of each individual variation.
A dedicated MC simulation was used to estimate

possible background from events in which a neutrino
interacts outside the MicroBooNE cryostat, but produce
particles that enter the TPC and pass the event selection
cuts [16]. No such events were found in that study, which is
also supported by our observation that the z-vertex dis-
tributions for the measured events follows a uniform
distribution (see Supplemental Material [31]).
TheMC simulation used to estimate the backgrounds and

effective efficiency contains real cosmic data overlayed onto
a neutrino interaction simulation that uses GENIE [46,47] to
simulate both the signal events and the beam backgrounds
(see Ref. [23] for details). For the simulated portion, the
particle propagation is based on GEANT4 [49], while the
simulation of the MicroBooNE detector is performed in the
LArSoft framework [50,51]. The beam-related background
subtracted from the CC1p0π events is simulated.

Figure 1 shows the flux-integrated single differential
CC1p0π cross section as a function of the cosine of the
measured muon scattering angle. The data are compared to
several theoretical calculations and to our GENIE-based MC
prediction. The latter is the result of analyzing a sample of
MC events produced using our “nominal” GENIE model and
propagated through the full detector simulation in the same
way as data.
This model (GENIE v2.12.2) [46,47] treats the nucleus as a

Bodek-Ritchie Fermi gas, used the Llewellyn-Smith CCQE
scattering prescription [52], the empirical MECmodel [53],
and Rein-Sehgal resonance and coherent scattering model
[54], a data-driven FSI model denoted as “hA” [55].
In addition, theoretical predictions by several other event

generators are shown at the cross section level (i.e., with no
detector simulations) [56]. These include GENIE v2.12.2 and
v3.0.6 [46,47], NuWro 19.02.1 [57], and NEUT v5.4.0 [58] (see
Supplemental Material [31]). The agreement between the
nominal GENIE calculation (v2.12.2) and the MC prediction
constitutes a closure test for our analysis. The other
generators all improve on GENIE v2.12.2 by using updated
nuclear interaction models, among which is the use of a
local Fermi gas model [59] and random phase approxima-
tion correction [60]. GENIE v3.0.6 also includes Coulomb
corrections for the outgoing muon [61]. The theoretical
models implemented in these event generators include free
parameters that are typically fit to data, with different
generators using different datasets. We also consider the
GiBUU 2019 [62] event generator, which fundamentally
differs from the others due to its use of a transport equation
approach.

FIG. 1. The flux-integrated single differential CC1p0π cross
sections as a function of the cosine of the measured muon
scattering angle. Inner and outer error bars show the statistical
and total (statistical and systematic) uncertainty at the 1σ, or 68%,
confidence level. Colored lines show the results of theoretical
absolute cross section calculations using different event gener-
ators (without passing through a detector simulation). The
blue band shows the extracted cross section obtained from
analyzing MC events propagated through our full detector
simulation. The width of the band denotes the simulation
statistical uncertainty.
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As can be seen in Fig. 1, all models are in overall
good agreement with our data, except for the highest
cos θμ bin, where the measured cross section is significantly
lower than the theoretical predictions. This discrepancy
cannot be explained by the systematic uncertainties and is
therefore indicative of an issue with the theoretical models.
Specifically, high cos θμ correspond to low-momentum-
transfer events that were previously observed to not be
well reproduced by theory in inclusive reactions [15,16]
and is now also seen in exclusive reactions. We note that the
high cos θμ bin has large beam-related background [Bn in
Eq. (1)], which is estimated using the GENIE-v2.12.2-based
MC simulation (see Supplemental Material [31]).
As the differential cross sections in proton kinematics

and muon momentum include contributions from all muon
scattering angles, their agreement with the theoretical
calculation is affected by this disagreement. Figure 2 shows
this comparison between the relevant cross sections in the
full available phase space (top) and in the case where events
with cos θμ > 0.8 are excluded (bottom). Removing this
part of the phase space significantly improves the agree-
ment between data and theory.
Table I also lists the χ2 for the agreement of the different

models with the data for differential cross sections for the
full available phase space and for cos θμ < 0.8. Systematic
uncertainties and correlations were accounted for using
covariance matrices. The χ2 values reported in the table are
the simple sum of those χ2 values obtained for each
distribution separately. As can be seen, GENIE v3.0.6 is
the only model that reaches a χ2/degree of freedom (d.o.f.)
close to unity for the full phase space. It is also the closest
model to the data at the highest cos θμ bin. For all other
models, the χ2/d.o.f. in the cos θμ < 0.8 sample is reduced
by a factor of ∼2 as compared to the full phase-space
sample. GENIE v3.0.6 shows a smaller reduction in this case,

and GiBUU 2019 obtains a consistently higher χ2/d.o.f. for
both the full and limited phase-space samples.
The improved agreement with the data observed for

GENIE v3.0.6, especially for the full phase-space sample, is
intriguing. Specifically, GENIE v3.0.6 and NEUT v5.4.0 are
quite similar, using the same nuclear, QE, and MEC
models, which are the most significant processes in our
energy range. They do differ in the Coulomb corrections
that only GENIE v3.0.6 has, their free parameter tuning
process, and the implementation of RPA correction, which
are known to be important at low-momentum transfer [60].

FIG. 2. As Fig. 1, but for the differential cross sections as a function of measured muon momentum (left) and measured proton
scattering angle (middle) and momentum (right). Cross sections are shown for the full measured phase space (top) and for events with
cosðθμÞ < 0.8 (bottom).

FIG. 3. The flux-integrated single differential CC1p0π cross
sections as a function of Q2

CCQE ¼ ðEcal
ν − EμÞ2 − ðp⃗ν − p⃗μÞ2 and

Ecal
ν ¼EμþTpþBE, where BE ¼ 40 MeV and p⃗ν ¼ ð0; 0; Ecal

ν Þ.
Inner and outer error bars show the statistical and total (statistical
and systematic) uncertainty at the 1σ, or 68%, confidence level.
Colored lines show the results of theoretical absolute cross section
calculations using different event generators (without passing
through a detector simulation). The blue band shows the extracted
cross section obtained from analyzing MC events passed through
our full detector simulation.
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• PRD 104, 052002 (2021) 
• Differential (Ee, cosβe) 

• arxiv:2109.06832 (submitted to PRL)

Cross Sections: NuMI Electron Neutrinos
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FIG. 2. Unfolded di↵erential cross section as a function of electron or positron (a) energy and (b) angle. The data cross section
is compared to GENIE v3.0.6 (µB tune)(red), GENIE v3.0.6 (green), NuWro v19.02.2 (pink) and GiBUU 2019 (purple), and
is in agreement with all predictions.

TABLE I. Contributions to the total data cross section mea-
surement uncertainty.

Source of Uncertainty Relative Uncertainty [%]
Beam Flux 17.4
Detector 6.8
Cross Section 5.8
POT Counting 2.0
Out-of-Cryostat 1.8
Proton/Pion Reinteractions 1.2
Beam-o↵ Normalization 0.1
Total Systematic Uncertainty 19.8
MC Statistics 0.8
Data Statistics 10.0
Total Uncertainty 22.2

(<300 MeV) and range from (15-20)% near the peak of
the event distribution.

The second-largest source of uncertainty comes from
a combination of detector-based uncertainties in light
yield, ionization electron recombination model, space-
charge e↵ect [30], and waveform deconvolution. These
uncertainties are the most significant uncorrelated con-
tributions to the total covariance matrix but result in
subdominant contributions compared to the statistical
uncertainties per bin. Other sub-leading uncertainties
include uncertainties on the cross section modeling, the
modeling of proton and pion transportation in argon,
the total POT recorded by the NuMI beamline moni-
tors, out-of-cryostat modeling, and normalization of the
beam-o↵ to beam-on data.

The unfolded di↵erential cross section in electron or
positron energy and angle is presented in Fig. 2 and
is compared with GENIE v3.0.6 (µB tune), NuWro
v19.02.2, GiBUU 2019, and an untuned version of GE-
NIE v3.0.6. All generator predictions are smeared with
the matrix Ac. The models used in GENIE v3.0.6 [31]
include a Local Fermi Gas (LFG) nuclear [32] model and
a Nieves CC QE [33] model. Coulomb corrections for
the outgoing lepton [34] and Random Phase Approxima-
tion corrections (RPA) [35] are applied. A Nieves model
is used for MEC [36], a Kuzmin-Lubushkin-Naumov [37]
and Berger-Seghal [38, 39] model is used for RES, and
Berger-Seghal is used for Coherent (COH) [40] interac-
tions. Final State Interactions (FSI) are modeled us-
ing an empirical hA2018 model [41]. NuWro uses sim-
ilar models to GENIE which includes a LFG nuclear
model with a binding energy derived from a poten-
tial. A Llewellyn-Smith [42] QE model is used with
RPA corrections that are implemented with a di↵erent
treatment to the Nieves model used within GENIE. To
model multi-nucleon interactions, a transverse enhance-
ment model [43] is used. Resonant interactions use an
Adler-Rarita-Schwinger model which calculates �(1232)
resonance explicitly and includes a smooth transition to
DIS at 1.6 GeV [44]. DIS interactions use a Bodek-
Yang [45, 46] model and a Berger-Sehgal [40] model for
COH interactions. For FSI, a Salcedo-Oset model is used
for pions [47] and nucleon-medium corrections are used
for nucleons [48]. GiBUU 2019 [49] includes consistent
nuclear medium corrections throughout and uses a LFG
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TABLE I. Contributions to the total data cross section mea-
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Source of Uncertainty Relative Uncertainty [%]
Beam Flux 17.4
Detector 6.8
Cross Section 5.8
POT Counting 2.0
Out-of-Cryostat 1.8
Proton/Pion Reinteractions 1.2
Beam-o↵ Normalization 0.1
Total Systematic Uncertainty 19.8
MC Statistics 0.8
Data Statistics 10.0
Total Uncertainty 22.2

(<300 MeV) and range from (15-20)% near the peak of
the event distribution.

The second-largest source of uncertainty comes from
a combination of detector-based uncertainties in light
yield, ionization electron recombination model, space-
charge e↵ect [30], and waveform deconvolution. These
uncertainties are the most significant uncorrelated con-
tributions to the total covariance matrix but result in
subdominant contributions compared to the statistical
uncertainties per bin. Other sub-leading uncertainties
include uncertainties on the cross section modeling, the
modeling of proton and pion transportation in argon,
the total POT recorded by the NuMI beamline moni-
tors, out-of-cryostat modeling, and normalization of the
beam-o↵ to beam-on data.

The unfolded di↵erential cross section in electron or
positron energy and angle is presented in Fig. 2 and
is compared with GENIE v3.0.6 (µB tune), NuWro
v19.02.2, GiBUU 2019, and an untuned version of GE-
NIE v3.0.6. All generator predictions are smeared with
the matrix Ac. The models used in GENIE v3.0.6 [31]
include a Local Fermi Gas (LFG) nuclear [32] model and
a Nieves CC QE [33] model. Coulomb corrections for
the outgoing lepton [34] and Random Phase Approxima-
tion corrections (RPA) [35] are applied. A Nieves model
is used for MEC [36], a Kuzmin-Lubushkin-Naumov [37]
and Berger-Seghal [38, 39] model is used for RES, and
Berger-Seghal is used for Coherent (COH) [40] interac-
tions. Final State Interactions (FSI) are modeled us-
ing an empirical hA2018 model [41]. NuWro uses sim-
ilar models to GENIE which includes a LFG nuclear
model with a binding energy derived from a poten-
tial. A Llewellyn-Smith [42] QE model is used with
RPA corrections that are implemented with a di↵erent
treatment to the Nieves model used within GENIE. To
model multi-nucleon interactions, a transverse enhance-
ment model [43] is used. Resonant interactions use an
Adler-Rarita-Schwinger model which calculates �(1232)
resonance explicitly and includes a smooth transition to
DIS at 1.6 GeV [44]. DIS interactions use a Bodek-
Yang [45, 46] model and a Berger-Sehgal [40] model for
COH interactions. For FSI, a Salcedo-Oset model is used
for pions [47] and nucleon-medium corrections are used
for nucleons [48]. GiBUU 2019 [49] includes consistent
nuclear medium corrections throughout and uses a LFG
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as ArgoNeuT does with GENIEv2.12.10c [7]. The theory
predictions for the flux-averaged cross section between
these versions of GENIE are equivalent.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties considered in the analysis
arise from the simulation of neutrino interactions, propa-
gation of secondary particles, detector response, and
neutrino flux. The simulation of interactions on an argon
nucleus is complex due to both the nature of the large
nuclear target and the interplay of the different interaction
modes in the 1 GeV energy region. GENIE is used to
simulate the neutrino interactions with argon, using cross
section models that depend on a number of parameters.
Estimates of the uncertainties on these parameters are
provided by GENIE. These parameters in GENIE are simul-
taneously sampled 1000 times within their adopted uncer-
tainties and are used to modify the simulated event rates.
This primarily modifies the background rates, though it
does have a small impact on the signal efficiency. To
evaluate the cross section uncertainties from GENIE, we
sample the parameters used within GENIE 1000 times within
their estimated uncertainties. Each of these samples or
“universes” changes the backgrounds and efficiency pre-
diction. We recalculate the data cross section in each of
these universes where the uncertainty is given by the
standard deviation of the 1000 data cross sections calcu-
lated in each of these universes. This leads to an uncertainty
on the cross section of 5%.
The model parameter uncertainties provided by GENIE

v2.12.2 are supplemented by considering alternative mod-
els within GENIE for charged-current quasielastic (CCQE)

and meson exchange current (MEC) interactions—the
dominant reaction mechanisms at MicroBooNE. For low
4-momentum transfers (low Q2), the collective behavior of
nucleons in the nucleus can lead to a suppression of the
CCQE cross section. This physics effect is not included in
our default GENIE model set. MEC interactions are simu-
lated using an empirical model which does not include
any associated uncertainties. An alternative CCQE model
which includes suppression at low Q2 (calculated using the
random phase approximation) and a theory-driven MEC
model for CC interactions [39–41] are used to modify the
default simulation. Again, the cross section is recalculated
with this modified simulation. This alternative model set
introduces a 9% change in the calculated cross section
which is mostly driven by the effect of the alternative
CCQE model on the efficiency (6%).
Uncertainties for proton and charged pion reinteractions

in argon are estimated by recalculating the survival prob-
ability as a function of momentum after modifying their
cross sections within their uncertainty (conservatively
estimated to be 30%). The reinteraction cross sections
for protons and charged pions are sampled simultaneously
250 times resulting in a new cross section in each case.
Taking the standard deviation of these 250 modified cross
sections results in an uncertainty of 2%.
Systematic uncertainties originating from the detector

modeling are evaluated using independent modifications to
the detector simulation. Individual parameters in the under-
lying detector model are varied and the events resimulated.
The measured cross section is recalculated using these
modified simulations and the difference with respect to
the central value is taken to be the uncertainty. The
uncertainties from the various detector parameters are
added in quadrature, resulting in a 23% uncertainty. The
largest contribution to this uncertainty is the dynamically
induced charge variation (16%) where we use a simulation
sample with this effect included. This variation affects the
reconstruction of showers and greatly improves the data to
MC agreement in variables such as the shower multiplicity
and momentum. Future iterations of this analysis will
include this effect in the default simulation.
The uncertainty in the flux prediction arises primarily

from the modeling of the particle cascade following the
proton-target collision. An alternate beam line simulation
compatible with PPFX was run and reweighted in neutrino
energy and angle to the NuMI beam line to match the
nominal flux prediction from FLUGG. This reweighted flux
was then modified by PPFX according to the hadron
production uncertainties from data. Each time the flux
was modified, the cross section was recalculated, including
background subtraction and efficiency correction, giving a
total uncertainty on the measurement from the hadron
production of 21%.
Additionally, we evaluate the uncertainties due to the

modeling of the NuMI beam line by rerunning the PPFX-
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FIG. 17. The extracted flux-averaged inclusive electron-neu-
trino and antineutrino charged-current total cross section on
argon compared to the predictions made by GENIE and NuWro.
This measurement is for energies above 250 MeVand the average
νe þ ν̄e flux at MicroBooNE above this threshold is 905 MeV.
The measurement and predictions are in agreement within the
statistical uncertainty.

P. ABRATENKO et al. PHYS. REV. D 104, 052002 (2021)
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(Plus over 60 Technical Notes) 
https://microboone.fnal.gov/public-notes/

Diagram courtesy of B. Fleming

Over 40 papers covering: 
• Detector R&D, modeling, & calibration 
• Analysis & reconstruction techniques 
• Neutrino cross sections 
• Beyond the Standard Model searches 
• First Low-Energy Excess results
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

PRL 121, 221801 (2018)
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Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t↵, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e↵ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto↵ energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

⌫ .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � ! N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.
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Simulation 
& Selection

MicroBooNE 
Sensitivity & 
Significance

Questions: Is MicroBooNE's data compatible with...
• Background expectations? 
• Short-baseline neutrino oscillations? 
• The MiniBooNE Excess 

‣ An electron-like excess: νe CCQE? 
‣ A photon-like excess: NC 1ɣ? 
‣ Other interpretations?
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νe 
Sample

νμ 
Sample

NC 
Sample

CCπ0 
Samples

Constrain flux & cross section systematics

Constrain backgrounds & response systematics

Argon 
Cross 

Section 
Constraints

Joint Fit 
Strategy 
(Ex. e-like 

CCinc)
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G. Karagiorgi, Neutrino 2020

A Staged Blind Analysis:

• Staged blind analysis — far and near energy/PID sidebands leading to the signal box 
• All analyses reviewed and "frozen" prior to unblinding 
• Developed on MC & ∼3% data (5×1019 POT), applied to 7×1020 POT (of 15×1020 POT total) 

• Multiple complementary event reconstruction techniques and final states (e/ɣ) 
• Photon-like (Δ→Nɣ) excess, using Pandora-based reconstruction 
• Electron-like excess in CC0π, Pandora-based reconstruction 
• Electron-like excess with QE-like 1%1p, Deep-Learning reconstruction 
• Electron-like excess in CC inclusive, using tomographic (WireCell) 3D reconstruction



Single Photon Search
Neutral Current Single Photon Production

26

• NC Δ(1232)→Nγ production 
• Unmeasured in neutrino scattering, T2K 

limit ∼100× prediction (J.Phys.G 46, 08LY01 (2019) 

• Indirect constraint in MiniBooNE: theory 
and in situ π0 measurement 

• Flat enhancement ×3.18 could explain 
the MiniBooNE excess

3

TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.
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Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t↵, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e↵ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto↵ energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

⌫ .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � ! N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.
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p
γ

1γ1p

γ
1γ0p

• Signal search in 1γ1p and 1γ0p 
• 5 (3) BDTs trained for background ID 

• 2γ1p and 2γ0p constrain π0 background → 
• GENIE v3.0.6: Berger-Sehgal resonance 

model with updated tuning to ν-A data 
• Pandora event reconstruction (EPJC 78, 82 (2018))

4

Process 1�1p 1�0p
NC 1⇡0

Non-Coherent 24.0 68.1

NC 1⇡0
Coherent 0.0 7.6

CC ⌫µ 1⇡0
0.5 14.0

CC ⌫e and ⌫̄e 0.4 11.1

BNB Other 2.1 18.1

Dirt (outside TPC) 0.0 36.4

Cosmic Ray Data 0.0 10.0

Total Background (Unconstr.) 27.0 165.4

NC � ! N� 4.88 6.55

TABLE II. The expected event rates in the 1�1p and 1�0p
samples. “Dirt (outside TPC)” represents any neutrino in-

teraction that originates outside the active TPC, but scatters

inside. Relative to topological selection stage, the ⌫e CC re-

jection is 99.8% and 87.6% for 1�1p and 1�0p, respectively.

and not reconstructed, (c) both photons may be approxi-
mately co-linear and overlapping and thus reconstructed
as a single shower, or (d) the secondary photon may fall
in a region of unresponsive wires, leading to poor recon-
struction e�ciency. Motivated by the background contri-
bution of NC ⇡0 events, the 2�1p and 2�0p event samples
serve to constrain the rate of NC ⇡0 background. The
2� samples follow the same topological, pre-selection and
BDT selection scheme as the 1� samples (see supplemen-
tal materials). The selected 2�1p and 2�0p events are
shown in Fig. 1 as a function of reconstructed ⇡0 mo-
mentum, with a true NC 1⇡0 event purity of 63.4% and
59.6%, respectively. The data-to-MC simulation ratio in
the 2�1p and 2�0p samples is 0.80±0.22(stat.�sys.) and
0.91 ± 0.19(stat.�sys.), respectively, showing an overall
deficit but one that is within 1�.

The selected data and MC predictions are compared
in a fit with a single free parameter corresponding to the
normalization (x�) of the nominal rate of NC � ! N�.
A single bin is used for each of the 1�1p and 1�0p event
samples, with reconstructed shower energy bin bound-
aries of 0-600 MeV and 100-700 MeV, respectively. The
one-bin 1�1p and 1�0p event rates are fit simultaneously
with the 2�1p and 2�0p distributions shown in Fig. 1.
The fit makes use of a covariance matrix that encapsu-
lates statistical and systematic uncertainties and bin-to-
bin correlations, allowing for both the expected rate and
uncertainties of the NC ⇡0 backgrounds in the 1� sam-
ples to be e↵ectively constrained by the high-statistics
data observed in the 2� samples.

The normalization x� can also be reinterpreted as a
scaling of the e↵ective branching fraction Be↵(� ! N�),
where the nominal prediction (x� = 1) corresponds to an
e↵ective branching fraction of 0.6%. The NC � ! N�
rate in genie is parametrized as a function of the o↵-
shell � invariant mass, W . Although genie prescribes a
normalization uncertainty for Be↵(� ! N�), this uncer-
tainty is not included in the fit. The Feldman-Cousins
[18] approach is followed to construct the confidence in-
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FIG. 1. Data and MC comparisons of the reconstructed ⇡0

momentum distributions for the (a) 2�1p and (b) 2�0p se-

lected events.

tervals for x� given the best fit to the observed data, with
a metric of ��2 defined using the Combined-Neyman-
Pearson �2 [19] as an approximation of the log-likelihood
ratio.

Systematic uncertainties include contributions from
flux, cross-section modeling, hadron re-interactions, de-
tector e↵ects, and finite statistics used in the background
predictions (both MC and cosmic ray data). The flux un-
certainties incorporate hadron production uncertainties,
uncertainties on pion and nucleon scattering in the beryl-
lium target and surrounding aluminum magnetic horn,
and mis-modeling of the horn current. Following [20],
these are implemented by reweighting the flux prediction
and studying the propagated e↵ects on event distribu-
tions. The cross-section uncertainties incorporate mod-
eling uncertainties on the genie prediction [11, 13, 21],
evaluated also by reweighting tools. The hadron-argon
re-interaction uncertainties are associated with the prop-
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agation of hadrons through the detector, as modeled in
geant4 [22]. The detector modeling and response un-
certainties are evaluated using a novel data-driven tech-
nique. This uses in-situ measurements of distortions in
the TPC wire readout signals due to various detector
e↵ects, such as di↵usion, electron drift lifetime, electric
field, and electronics response, to parametrize these ef-
fects at the TPC wire level, and provides a detector
model-agnostic way to study and evaluate their e↵ects on
event distributions [23]. Additional systematics varying
the charge recombination model, the scintillation light
yield, and space charge e↵ects [24, 25] are separately in-
cluded. The uncertainty on photo-nuclear absorption
of photons on argon was evaluated to be at the sub-
percent level, and is therefore omitted. There is also
no assigned uncertainty for higher-order resonances or
coherent single-photon production, which are not simu-
lated in genie. Finally, an inconsistency was identified
in the genie v3.0.6 reweighing code used to evaluate a
small subset of systematic uncertainties, but was found
to have negligible impact on the analysis sensitivity and
thus has been ignored.

The fractional systematic uncertainties on the 1�1p
and 1�0p total background events are summarized in Ta-
ble III. The genie cross-section uncertainties dominate.
This stems from the uncertainties on NC ⇡0 production
on argon, which forms the largest background and has
not been measured to high precision to date. Both cross-
section and flux uncertainties are strongly correlated be-
tween the 1� and 2� event samples. The simultaneous
fit to the 1� and 2� samples is equivalent to a 1�-only
fit where the background and uncertainty are condition-
ally constrained [26] by the 2� samples. Given the 2�
samples’ statistics, this constraint e↵ectively reduces the
total background systematic uncertainty of the 1�1p and
1�0p samples by 40% and 50%, and the total background
prediction by 24.1% and 12.3%, respectively.

Type of Uncertainty 1�1p 1�0p
Flux model 7.4% 6.6%

genie cross-section model 24.8% 16.3%

geant4 re-interactions 1.1% 1.3%

Detector e↵ects 12.2% 6.4%

Finite background statistics 8.3% 4.0%

Total Uncertainty (Unconstr.) 29.8% 19.2%

Total Uncertainty (Constr.) 17.8% 9.5%

TABLE III. Breakdown of background systematic uncertain-

ties for the 1�1p and 1�0p samples.

The 90% CL sensitivity is quantified for a Feldman-
Cousins-corrected limit in the case of a background-only
observation, x� = 0, to be less than x� = 2.5, cor-
responding to Be↵(� ! N�) = 1.50%. Under a two-
hypothesis ��2 test, the expected sensitivity of the me-
dian experiment assuming the nominal prediction, to re-
ject the LEE hypothesis (xMB = 3.18) in favor of the

nominal hypothesis (x� = 1) is 1.5�; in the case of the
median experiment assuming the LEE hypothesis, the
sensitivity to reject the nominal hypothesis in favor of
the LEE hypothesis is 1.6�.

The reconstruction, selection, and fitting methods em-
ployed in this search were developed adhering to a signal-
blind analysis strategy, whereby the data was kept blind
until the analysis was fully developed, with the excep-
tion of a small subset of the data consisting of 0.51 ⇥
1020 POT, used for analysis validation. After 1�1p and
1�0p event samples were unblinded, 16 data events with
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FIG. 2. Energy spectra for the (a) 1�1p and (b) 1�0p se-

lected events. The upper section in each figure shows the

unconstrained background predictions and breakdowns as a

function of reconstructed shower energy. The lower section

shows the total background prediction with systematic un-

certainty both before and after the 2� constraint. The local

significance of the data fluctuation in the 200-250 MeV bin of

(b) corresponds to 1.6� (�2/dof = 3.66/1) before the 2� con-

straint, and 2.7� (�2/dof = 8.54/1) after. From MC studies,

the probability of any one bin across all 16 1� bins giving rise

to a constrained �2 � 8.54 is 4.74%.
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percent level, and is therefore omitted. There is also
no assigned uncertainty for higher-order resonances or
coherent single-photon production, which are not simu-
lated in genie. Finally, an inconsistency was identified
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sensitivity to reject the nominal hypothesis in favor of
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The reconstruction, selection, and fitting methods em-
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blind analysis strategy, whereby the data was kept blind
until the analysis was fully developed, with the excep-
tion of a small subset of the data consisting of 0.51 ⇥
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FIG. 2. Energy spectra for the (a) 1�1p and (b) 1�0p se-

lected events. The upper section in each figure shows the

unconstrained background predictions and breakdowns as a

function of reconstructed shower energy. The lower section

shows the total background prediction with systematic un-

certainty both before and after the 2� constraint. The local

significance of the data fluctuation in the 200-250 MeV bin of
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to a constrained �2 � 8.54 is 4.74%.
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FIG. 4. The extracted 90% CL on the e↵ective branching

fraction of neutrino-induced NC � ! N�. The gray shaded
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ant mass, for all simulated NC � ! N�. At low W , when

the � is further o↵-shell, the dominant decay � ! N⇡0
be-

comes suppressed due to phase space e↵ects around the N⇡0

threshold, leading to an increased e↵ective branching fraction

to N�. This is modeled in genie via the W -dependence as

shown by the blue curve.
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• Energy-dependent νe rate enhancement 
• Three complementary search channels 

• CCQE-like: Clean two-body kinematics 
• CC0π: MiniBooNE-like, kinematics-free 
• CC inclusive: High efficiency, little 

dependence on hadronic modeling 
• GENIE v3.0.6 + QE tuning with T2K

A Measuring Electron Neutrinos with Particle Identifica-

tion in the MicroBooNE LArTPC for sensitivity to new

Physics

In this section we describe the calorimetry-based particle identification tools used for tracks and
showers that lead to the 1eNp ⌫e selection. First we describe the signature we are looking at using,
as an example, one event display coming from the 1eNp high energy sideband (Fig. 15). Afterwards,
we describe the way particle identification is performed for tracks and showers in three points. The
first one consists in explaining the idea, using a couple of schematics (Fig. 16). The next step is
showing plots of the dE/dx versus residual range for muons and protons (Fig. 3a), and of the dE/dx
versus distance from the start for electrons and photons (Fig. 17) to show the information available
about these particles. The last step describes how the previous information is condensed in one
variable, showing plots of the LLR PID for tracks (Fig. 3b), and the shower median dE/dx in the
first 4 cm (Fig. 14a). This last couple of plots is shown with selections that emphasise the fact that
these variables indeed work to do particle identification. Then, we show the distributions of the
particle ID variables used in the analysis in the 1eNp selection sidebands currently explored in two
di↵erent selection stages in the far sideband (Figs. 18-19). Stage 1 shows the distributions where
only a cut on reconstructed energy of 1.05 GeV is applied: it shows how these variables distinguish
the signal from the backgrounds. Stage 2 enhances the backgrounds, by selecting only events with
low BDT response score (< 0.1). This stage shows how di↵erent backgrounds can be classified
with these variables, validating the power of particle ID in MicroBooNE. In conclusion, the particle
identification tools described in this section are crucial components of the selection chain employed
in this analysis; in particular, they are instrumental to achieve levels of purity shown in figure 9a
and the expected sensitivity to the MiniBooNE unfolded signal reported in appendix C.

(a) Event display showing a very clear signature of a 1e1p event,

with one shwoer and one track in the final state.

Figure 15: Event display used to explain the main signature target of the 1eNp analysis.
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

MiniBooNE 
PRL 121, 221801 (2018)
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Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t↵, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e↵ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto↵ energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

⌫ .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � ! N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.
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The next step is to calculate the energy of the shower.
The intensity of each shower pixel enclosed in the Y -view
triangle is summed. This total is denoted by Qsh. Qsh

must then be converted to energy units (MeV). To do so,
the Qsh in a sample of simulation events was compared
to the generated electron energy in the events. A Qsh-
to-E conversion is determined by fitting a linear function
to the distribution of generated energy of the electrons
vs. Qsh as discussed in more detail in [26], resulting in:

E [MeV] = (0.0126± 0.0001)⇥Qsh , (5)

where the error here comes from the statistical error on
the simulated events used for the fit. The next step of
shower reconstruction is to obtain the 3D direction, The
2D showers are first compared between planes for pixel
overlap in time. The overlap fraction is defined as the
fraction of shower pixels in the collection plane shower
that overlap in time with shower pixels from a 2D shower
in another plane, where the U and V planes are consid-
ered separately, as described in [26]. If the overlap frac-
tion is > 0.5 in either plane, then overlapping pixels are
used to calculate a cluster of 3D shower points. If both
the U and V planes meet this criterion, then the pixels
from the plane with the highest overlap fraction are used.
The direction is found by using the calculated geometric
center of the point cluster and the event vertex.

G. Multi Particle Identification

MPID, described in detail in [27], is a neural network
that identifies whether a given particle species is pro-
duced in an interaction. The input to the network is
a 512 ⇥ 512 (1.5m ⇥ 1.5m) cropped image centered
around a candidate vertex. The network consist of ten
convolutional layers followed by two fully connected ones.
The MPID algorithm classifies the probability of finding
specific particles (muons, charged pions, protons, elec-
trons and photons) in the image. Each category is con-
sidered individually and assigned a score between 0 and
1 (higher scores correspond to higher probabilities). This
algorithm operates separately from the reconstruction al-
gorithms described above, except for use of the vertex
points, which allows a very valuable final check of con-
sistency on the description of the contents of an event.

MPID provides two types of scores for each category:
image score and interaction score. The image score in-
dicates the probability that a given type of particle is
anywhere within a the image; while the interaction score
indicates the probability that a given type of particle is
attached to the vertex.

H. ⇡
0 Mass Reconstruction

An important potential background to ⌫e CCQE
events comes from neutral current (NC) events with a ⇡

0,

FIG. 3: The fractional error distribution of the neutrino
energy reconstruction for simulated ⌫e CCQE events
that pass 1e1p selection criteria and reconstruct with
200 < E⌫ < 1200MeV.

where an early conversion of one photon produces a 1e1p-
like vertex with no apparent gap. To remove these events,
a ⇡0 search algorithm is applied to the 1e1p-identified im-
ages. To allow capture of both decay photons from ⇡

0

events, the electromagnetic shower-finding algorithm de-
scribed above is extended. The pixels found in the first
shower are temporarily masked out. If the sum of shower
pixel intensity remaining is greater than 5000PIU, then
the algorithm is run a second time. This requirement is
fairly loose due to leftover cosmic background and meant
to speed up processing. In the second shower search, the
maximum length is increased to 60 cm and the maximum
gap is increased to 90 cm.
Next, simple shower quality data selection criteria are

applied to search for events with two 3D reconstructed
showers. The selected events must have: 1) a recon-
structed vertex within the fiducial volume; 2) two col-
lection plane showers, each with reconstructed energy
greater than 35MeV; 3) showers in the collection plane
that have overlap fraction in another plane of greater
than 0.5; and 4) unique shower matching across planes.
If a collection (Y ) plane shower matches with showers in
both the induction (U and V ) planes, then the one with
the highest overlap fraction is chosen.
Given the reconstructed 4-vectors of the photon candi-

dates for the selected events, the invariant mass, which is
potentially that of a ⇡

0, is calculated using the following
equation:

M⇡0 =

s

4 sin2
✓
✓

2

◆
(E1)(E2), (6)

where E1 and E2 are energies of leading and sublead-
ing photons, and ✓ is the opening angle between the two
showers. The resulting value M⇡0 is used as a test vari-
able for ⇡

0 identification in the ⌫e event selection, as
described in the next section.
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FIG. 8: The reconstructed neutrino energy spectrum of
the data and simulation for events passing the 1µ1p
selection, calculated using the track lengths of the
proton and muon. The �

2
CNP/19(dof) = 1.314 with a

p-value of 0.162.

most frequently selected event is the signal category: ⌫µ
CCQE. The next-most frequent category is our neutrino
background. This category encompasses all neutrino in-
teractions with interaction types other than the CCQE
signal. The o↵-vertex category contains any events where
the reconstructed interaction vertex is greater than 5 cm
from the simulated neutrino vertex. This label takes pri-
ority over the first two. Namely if a ⌫µ CCQE interaction
were to occur, but the reconstructed vertex was too far
from the simulated vertex, the event would be categorized
as o↵-vertex, not ⌫µ CCQE. Our final category is cosmic
background. This portion of our prediction comes from
the o↵-beam sample of events containing cosmic muons.
The resulting signal purity of the sample is 77.3%; this
yields the signal e�ciency of 4.3% relative to all the ⌫µ

CCQE interactions occurring within the active volume
of the detector. The data agree with simulation with a
p-value of 0.162.

As this analysis targets events that are kinematically
consistent with CCQE interactions, we can cross check
the selection by looking at the data to prediction agree-
ment of events using the neutrino charged current quasi-
elastic energy calculated based on the lepton energy (see
Eq. 4). This is the energy distribution that has been used
in past experiments, including MiniBooNE. The neutrino
energy calculated via this method is shown in Fig. 9. The
result is very similar to the spectrum shown in Fig. 8,
which is used in the final analysis, in agreement with
the goal of obtaining a sample of events with two-body
kinematics consistent with CCQE scattering.

VII. OTHER ELECTROMAGNETIC SAMPLES
FOR DEDICATED STUDIES

The reconstruction was tuned and verified through
comparison to two event types that contain electromag-

FIG. 9: For comparison to Fig. 8, the reconstructed
neutrino charged current quasi-elastic energy spectrum
of the data and prediction for events passing the 1µ1p
selection. This is calculated using Eq. 4. The
�
2
CNP/14(dof) = 0.950 with a p-value of 0.522.

netic showers in the energy range of the analysis: 1) ⌫µ ⇡
0

production and 2) muon decays producing Michel elec-
trons. This section describes how these samples were
isolated and studied.

A. The ⇡
0 sample

Events with a ⇡
0 in the final state make the largest

contribution to the background from ⌫µ interactions con-
tributing to the 1e1p CCQE event sample. To better
understand this background, a sample of ⇡0 events has
been isolated and analyzed. The most common source of
such events in our selection is due to CC and NC pro-
duction of the � baryon that subsequently decays to a
⇡
0 and a proton or neutron. These studies rely upon the

two-particle vertex reconstruction discussed in Sec VD,
resulting in the bulk of the ⇡

0 events having one of two
topologies. The first, and most prevalent one, is from
CC⇡0, where the scattered muon and the proton from
the � decay form the vertex, and with two disconnected
electromagnetic showers from a ⇡

0 decay. This can form
a background if one electromagnetic shower overlaps the
muon, and the other is undetected. The second is from
NC⇡0, where one photon converts within the 0.3 cm wire
spacing, forming a vertex with the proton, while the sec-
ond photon is displaced from the vertex. This forms a
background if the second photon is not detected.
The selection of the dedicated sample focuses espe-

cially on these topologies described above. The shower
quality selection criteria described in Sec. VH are ap-
plied, as well as selection criteria to remove misrecon-
structed events and backgrounds. A � mass test variable
is constructed for use in these cuts by using the kinemat-
ics of the two reconstructed showers as well as the pro-
ton prong discussed in Sec. VE. In the context of this
selection, a background event is any event without a ⇡

0

3

FIG. 1: A typical selected data event from this analysis, showing time tick vs wire number from the TPC. a), the
pixel intensity images with annotation indicating the electron and proton. b), pixel labeling from the
Deep-Learning-based semantic segmentation algorithm, discussed in Sec. V.

used to identify events having one electromagnetic shower
and one proton track, forming a vertex with no gap be-
tween the two particles. Fig. 1 (a), shows an event display
of a data event selected by this analysis, with the electron
and proton annotated.

As described in Sec. IV, we use the unfolded median
of the MiniBooNE LEE result to rescale the ⌫e flux in
order to simulate the signal. This populates neutrino en-
ergies from 200–500MeV, referred to as the “LEE range,”
where CCQE interactions dominate. Using visible energy
and track angle relative to the beam direction (z-axis),
many kinematic quantities can be reconstructed that will
have specific correlations for well-reconstructed CCQE
events, but not for most background events, allowing
for a unique method of signal isolation. We use well-
reconstructed events with kinematics that satisfy two-
body scattering expectations as our operational defini-
tion for CCQE for this analysis.

In Sec. V, we present the reconstruction, with empha-
sis on how this analysis addresses application of DL to
reconstruction of LArTPC data. As seen in Fig. 1, the
TPC data are represented as two-dimensional images,
with wire number along the x axis and drift time along
the y axis. Each bin represents a “pixel,” where the in-
tensity is the integrated reconstructed charge waveform
over six time ticks after applying noise filtering [19] and
signal processing [20, 21]. The individual pixels of the im-
age can be “semantically segmented,” or labeled, using a
convolutional neural network (CNN) [22–24]. Semantic
segmentation is a well-known technique in the computer
vision community. Fig. 1 (b) demonstrates the applica-
tion of this algorithm, with pixels labeled as originating
from minimum ionizing particles (MIP), highly ionizing
particles (HIP), or as electromagnetic “showers.” This
algorithm is applied as the first step of the event recon-

struction. The results are passed into conventional algo-
rithms for vertex-finding, track reconstruction [25], and
shower clustering [26]. Lastly, we apply Multi-Particle
IDentification (MPID) [27], a second DL algorithm that
performs multiple-object classification on the whole in-
tensity image. This algorithm outputs scores indicat-
ing whether an image is consistent with containing one
or more electrons, protons, muons, pions, or photons.
MPID can be thought of as the complement of semantic
segmentation–in this case, neither individual nor groups
of pixels are labeled; instead holistic information on the
contents of the image are reported.

In Sec. VI, we explain signal and constraint-sample
selection and background rejection. We employ an en-
semble of boosted decision trees (BDTs) that test for
CCQE-consistent two-body-scattering kinematics. The
ensemble method trains multiple BDTs using the same
input variables, but with di↵erent sets of training events,
using the XGBoost [28] gradient-boosting algorithm. In
principle, each BDT is selecting for the same event qual-
ities, but in practice the scores are not identical due to
the individuality of each training sample. Taking the
average score, referred to as the “BDT score,” as the
selection variable reduces variance in the result. The en-
semble method is a new approach to BDTs in particle
physics, although it has been applied in other fields, in-
cluding medicine [29] and climate studies [30] because it
provides a very stable result. The combination of the
BDT ensemble and other data selection criteria results
in a 75% ⌫e CCQE purity in the “analysis energy range”
of 200–1200MeV.

Although the CCQE interaction is a well-understood
neutrino interaction [31] in the analysis energy range, the
uncertainties from the predicted cross section are, nev-
ertheless, ⇠ 15% [32, 33]. When combined with the ⌫e
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(a) 1eNp0⇡ candidate event (b) 1e0p0⇡ candidate event

FIG. 1. Event displays of selected electron neutrino candidate data events. The horizontal axis corresponds to the wire
number, which is converted into a distance based on the wire spacing, the vertical axis corresponds to the time of the recorded
charge, which is converted to a distance along the TPC drift direction using the drift velocity in the TPC drift direction, and
the color scale corresponds to the deposited charge. The 1eNp0⇡ event shown (a) has a long electron shower and a short proton
track attached at the vertex with a large amount of deposited energy. The 1e0p0⇡ event shown (b) consists of a single electron
shower.

neutrino interactions in the BNB. Analysis results are
obtained through a series of statistical tests with the in-
troduction of an empirical model which interprets the
MiniBooNE anomaly as an enhancement of the flux of
low energy electron neutrinos.

This article is organized as follows. Section II describes
the neutrino beamline and MicroBooNE detector. Sec-
tion III provides details of the tools used to simulate
neutrino events. Section IV presents the reconstruction
methods used to identify neutrino interactions. Section V
presents the PID methods as well as the ⌫µ and ⌫e event
selections. Section VI describes the blinding procedure
and studies on data sidebands. Section VII details the
formalism of the procedure used to reduce uncertainties
based on the ⌫µ observation, referred to as the ⌫µ con-
straint. Section VIII presents the analysis results.

II. BEAMLINE AND DETECTOR OVERVIEW

This section provides a brief overview of the Booster
Neutrino Beamline, the MicroBooNE detector, and the
dataset used for the analysis. The MicroBooNE detec-
tor sits at a distance of 468.5m from the BNB target,
on-axis with respect to the neutrino beam. The neu-
trino beam begins with 8 GeV protons extracted from
the Fermilab Booster synchrotron. These protons inter-
act with a beryllium target and produce pions and kaons,
which then decay to produce neutrinos. The resulting
neutrino beam is composed predominantly of muon neu-
trinos with a small (< 1%) electron neutrino component.

This electron neutrino component produced by meson de-
cay chains in the BNB is referred to as “intrinsic ⌫e” in
this article. The BNB is structured in spills, each with
a duration of 1.6µs and an intensity of up to 5 ⇥ 1012

protons, with an average repetition rate of up to 5 Hz.
Additional details on the BNB are found in Ref. [28, 29].

The MicroBooNE detector [21] consists of a time pro-
jection chamber (TPC) and a photon detection system.
The TPC measures 2.56m (drift coordinate, x) ⇥ 2.32m
(vertical, y) ⇥ 10.36m (beam direction, z) and contains
85 tonnes of liquid argon in its active volume. Charged
particles traversing the detector ionize the argon leav-
ing trails of ionization electrons which drift under the
273V/cm electric field towards the anode where three
planes of wires record induced currents and collect the
ionization electrons. The three planes of wires, spaced
3mm apart and oriented at 0 degrees (vertical) and
at ±60 degrees, produce three di↵erent two-dimensional
views of the neutrino interaction and allow for three-
dimensional reconstruction with O(mm) spatial resolu-
tion. The low-noise TPC electronics allow for measure-
ment of the charge with few percent resolution [30]. Com-
bined, these features enable the MicroBooNE detector to
record the final-state particles produced by neutrino in-
teractions with the detail required to perform particle
identification and accurately measure particle kinemat-
ics. The light detection system, composed of 32 pho-
tomultiplier tubes (PMTs), has a timing resolution of
O(µs), which allows us to select events in the BNB time
window and to remove a large fraction of the cosmic-ray
background. In addition, a cosmic-ray tagger (CRT) [31]
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FIG. 4. Selected muon neutrino events compared to sim-
ulation split by true interaction categories. The predicted
stacked distribution is comprised of charged-current ⌫µ inter-
actions in cyan, neutral-current backgrounds in dark blue, ⌫e
interactions in green, and cosmic backgrounds in grayish-blue.
The shaded band is the systematic uncertainty.

C. ⌫e selections

Electron neutrinos are measured with two separate se-
lections targeting events with and without visible pro-
tons. These are referred to as the 1eNp0⇡ and 1e0p0⇡
selections where N � 1. Combined, these span the signal
definition of electron neutrinos measured by the Mini-
BooNE experiment: events with a single electron, any
number of protons, and no pions.

The analysis targets contained ⌫e interactions occur-
ring in the fiducial volume, defined by a boundary
of 10 cm in the drift coordinate, 15 cm in the verti-
cal, and 10 and 50 cm from the front and end of the
TPC respectively. The selections rely on a common
pre-selection which identifies an event as ⌫e-like. An
event is defined as ⌫e-like if there is a contained recon-
structed electromagnetic shower with at least 70 MeV
of deposited energy. The reconstructed energy require-
ment removes Michel electrons from cosmic- or neutrino-
induced muons. Events are then further classified de-
pending on the presence or absence of proton candidates.
In simulation, we define a proton as visible if it has a ki-
netic energy of at least 40 MeV.

The 1eNp0⇡ and 1e0p0⇡ selection definitions split after
pre-selection, but the strategy and inputs used for the fol-
lowing steps are the same for both. Events are classified
based on topological and calorimetric information such
as the track PID score and dE/dx as described earlier.
Additional handles are used to separate ⌫e events from
events with a ⇡0. These are the distance between the neu-
trino interaction vertex and the start point of the shower,
known as the conversion distance, and a second shower
search. This analysis does not use kinematic quantities
in the selection criteria to limit the model dependence

of the results. A set of selection requirements called the
“loose” selection is defined using these variables to re-
move large portions of the backgrounds for higher statis-
tics data–simulation comparisons in more ⌫e-like regions.
Next, these variables are used to train boosted decision
trees (BDTs) for the two channels used in the analysis.
The main backgrounds for the ⌫e selections are o↵-

beam events, neutrino interactions with ⇡
0 production,

and neutrino interactions (referred to as “⌫ other”) that
produce charged pions or muons that eventually produce
a Michel electron that is mis-identified as an electron
produced by a ⌫e interaction. After the full selection dirt
events outside the TPC fiducial volume are a negligible
contribution.

1. 1eNp0⇡ selection

The 1eNp0⇡ channel is most sensitive to the eLEE
model as it is able to use tracks associated with the
vertex in addition to the shower to select electron neu-
trino events and reject backgrounds. In this selection,
two BDTs are trained with XGBoost [62] to separate
signal from background: one targets removal of back-
grounds that contain a ⇡

0, and the other backgrounds
without ⇡

0s. Samples of ⌫e events simulated with true
neutrino energy below 0.8 GeV are used to define the
signal when training the BDTs. Simulated samples with
⌫µ events from a variety of true interaction categories
are used to train the BDT to identify backgrounds. Six-
teen topological and calorimetric variables are used to
distinguish signal from background in these BDTs. The
most important of these are the shower conversion dis-
tance, which separates ⌫e from ⇡

0 events, and the number
of distinct branches in the shower, which separates mis-
reconstructed ⌫µ interactions from ⌫e-induced showers.
The longest track-like particle in the interaction is re-
quired to be proton-like which further helps to suppress
cosmic-ray backgrounds, ⌫µ backgrounds, and ⌫e inter-
actions with final-state charged pions. At pre-selection
the purity of the 1eNp0⇡ selection is expected to be at
the percent level. After the full selection is applied the ⌫e
purity is expected to be 80% with an e�ciency of 15% for
true 1eNp0⇡ events. The response of the BDT targeting
events with ⇡

0’s is shown in Fig. 5 for the full data-set
after the loose selection. The selected sample is obtained
by rejecting events with BDT score less than 0.67 and
0.70 for the ⇡

0 and non-⇡0 BDTs respectively. Relative
to pre-selection, cosmic background events are reduced
by 99.98% and background events with ⇡

0s are reduced
by 99.93%. The predicted composition of the selected
1eNp0⇡ sample is shown in Table I.

2. 1e0p0⇡ selection

The 1e0p0⇡ topology is sensitive to ⌫e events in the
eLEE model, as well as potentially to single-electron
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FIG. 5. Response of the 1eNp0⇡ selection BDT designed to
reject events with ⇡

0s. Background events are predicted to
peak at low BDT scores and electron neutrinos at high BDT
scores. Events with BDT score above 0.67 are retained as
part of the final selection. Gray bands denote the systematic
uncertainty on the prediction.

TABLE I. Predicted composition of the 1eNp0⇡ selected
events with unconstrained systematic uncertainties in the re-
constructed neutrino energy range 0.01–2.39 GeV for 6.86 ⇥

1020 POT.

Sample 1eNp0⇡
⌫e CC 75.4± 11.0
⌫ with ⇡

0 5.1± 1.4
⌫ other 5.5± 1.1
Cosmic-rays 0.8± 0.5
Total 86.8± 11.5

events from a broader range of models. In addition,
it complements the 1eNp0⇡ selection by mitigating mi-
gration e↵ects that may arise from mis-reconstruction or
mis-modeling of the multiplicity and kinematics of pro-
tons produced by neutrino interactions.

A single BDT is trained to select true 1e0p0⇡ events
and true 1eNp0⇡ events in which protons are not recon-
structed. The methods used are the same as those for
the 1eNp0⇡ selection described in Sec. VC1, except that
only a single BDT is used to reject backgrounds. The
BDT leverages 28 topological and calorimetric variables,
the most important of which are the measurements of
dE/dx which separate electrons from ⇡

0s. The BDT re-
sponse is shown in Fig. 6 for the full data set after ap-
plying the loose selection. The final selection is made by
requiring events have a BDT score greater than 0.72.

After pre-selection the ⌫e purity is estimated to be at
the percent level. After the full selection is applied the
⌫e purity is expected to be 43% with an e�ciency of
9% for true 1e0p0⇡ events. The selected ⌫e events are
predicted to be 70% true 1e0p0⇡ events and 30% true
1eNp0⇡ events. Relative to pre-selection cosmic back-
ground events are reduced by 99.8% and the backgrounds
from events with ⇡

0s are reduced by 99.7%. Even with

FIG. 6. 1e0p0⇡ selection BDT response. Background events
are predicted to peak at low BDT scores and electron neutrino
events at high BDT scores. In the final selection, events with
BDT score above 0.72 are retained. Gray bands denote the
systematic uncertainty on the prediction.

this level of ⇡0 background suppression, the overall ⇡0

contribution to the predicted event rate is, at low en-
ergies, comparable to that of electron neutrinos. This
is due to the relatively low rate of 1e0p0⇡ interactions
as well as residual reconstruction limitations. The pre-
dicted number of events after the BDT selection is shown
in Table II.

TABLE II. Predicted composition of the 1e0p0⇡ selected
events with unconstrained systematic uncertainties in the re-
constructed neutrino energy range 0.01–2.39 GeV for 6.86 ⇥

1020 POT.

Sample 1e0p0⇡
⌫e CC 12.8± 3.4
⌫ with ⇡

0 8.6± 1.9
⌫ other 3.1± 1.1
Cosmic-rays 5.7± 1.5
Total 30.1± 4.3

VI. SIDEBANDS AND BLIND-ANALYSIS
STRATEGY

This measurement of the ⌫e rate in the BNB and the
corresponding exploration of the ⌫e nature of the Mini-
BooNE excess was designed as a blind analysis, without
access to the ⌫e component of the BNB flux. This choice
minimizes the risk of bias but also requires careful valida-
tion. The flux, cross section, and detector models used
in the ⌫e selections are validated using numerous data
sidebands, which include samples dominated by ⌫µ and
⇡
0 backgrounds, as well as the NuMI [63] neutrino beam

data. In addition, a small amount of BNB data, less than
10% of the total data set, was fully open during analysis
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FIG. 9. Reconstructed neutrino energy for events in 1eNp0⇡ (a) and 1e0p0⇡ (b) selections from the NuMI beam. In the 1e0p0⇡
sample both the relatively large ⌫̄e content, due to similar ⌫e and ⌫̄e fluxes, as well as the low non-⌫e background content, due
to the relatively large ⌫e + ⌫̄e fraction in the beam, are distinctive features in NuMI that make the spectrum di↵erent from
the analogous predictions in BNB.

bin content, nk
i is the content of the ith bin in the al-

ternative universe k, and N is the total number of alter-
native universes. Uni-sim variations are symmetrized in
the covariance matrix approach adopted in the analysis.
Uncertainties are constrained by leveraging the corre-

lations between ⌫µ and ⌫e events, which share common
flux parentage in their decay chain in the beamline and
significant overlap in the cross sections that govern their
interaction rate and final-state kinematics. Through cor-
relations for shared sources of modeling uncertainty, the
high-statistics measurement of ⌫µ (see Sec. VB) is used
to update the ⌫e prediction and constrain the total sys-
tematic uncertainty. Throughout this analysis, the ⌫µ

flux is assumed to be unoscillated.
The ⌫µ constraint is implemented by relying on the co-

variance between ⌫µ and ⌫e bin contents, the predicted
bin content in the di↵erent channels, and the observed ⌫µ

data, and leveraging the properties of block matrices [? ].
Given the bin-to-bin covariance matrices for the ⌫µ chan-
nel (Cµµ), ⌫e channel (Cee), and the covariance between
the two channels (Ceµ), the predicted bin content in each
bin i, me

i and m
µ
i for ⌫e and ⌫µ respectively, and the ⌫µ

observed bin contents n
µ
i , the constrained ⌫e prediction

is expressed as:

m
e constrained = m

e + C
eµ (Cµµ)�1 (nµ

�m
µ) , (4)

and the constrained covariance matrix as:

C
ee constrained = C

ee
� C

eµ (Cµµ)�1
C

µe
. (5)

The fractional systematic uncertainty is presented in
Fig. 10 for the three channels included in this analysis
(⌫µ, 1eNp0⇡, and 1e0p0⇡). The ⌫µ selection has no re-
quirement on hadron multiplicity, so the data it selects
can constrain both the 1eNp0⇡ and 1e0p0⇡ prediction.

The constrained systematic uncertainty for the ⌫e selec-
tions is compared to the unconstrained uncertainty in
the lower panels of the figure. Overall, the constraint
reduces the systematic uncertainties in the electron neu-
trino selections by 10–40% relative to the pre-constraint
uncertainties. In the analysis, the ⌫µ constraint is per-
formed on distributions of the ⌫µ and ⌫e reconstructed
neutrino energy and applied to all quantitative results
presented in the next section.

VIII. RESULTS

We first present results from the ⌫e selections to test
the agreement between the observation and neutrino in-
teraction model prediction and then the tests of the eLEE
model. All statistical tests in this analysis are performed
over the range 0.15-1.55 GeV in reconstructed neutrino
energy with ten 0.14 GeV bins. The test-statistic used is
a �

2 defined as

�
2 =

NX

i,j=1

(ni �mi)C
�1
ij

�
nj �mj

�
(6)

Cij = C
stat CNP
ij + C

syst
ij , (7)

with ni the observed number of events in bin i, mi the
predicted number of events in bin i for the model being
tested, and Cij the covariance matrix, defined in Eq. 7.
Statistical uncertainties are the largest in this analysis
and are included through the error matrix C

stat CNP
ij =

3/
�
1/ni + 2/mi

�
�ij that is constructed using the com-

bined Neyman-Pearson �
2 definition of Ref. [65]. The

systematic error matrix C
syst
ij is defined in Eq. 2. Alter-

native statistical procedures were also used to validate
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uncertainties. In the analysis, the ⌫µ constraint is per-
formed on distributions of the ⌫µ and ⌫e reconstructed
neutrino energy and applied to all quantitative results
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FIG. 5: Displays of the Wire-Cell pattern recognition results at di↵erent stages. (a) In-beam candidate neutrino
cluster selected by the generic neutrino selection. The color scale represents the reconstructed charge associated
with each space point, where blue and cyan are lower in charge and yellow and orange higher in charge. (b) Identi-
fied tracks and EM showers, which are displayed in blue and red, respectively. (c) Identified particles (or track seg-
ments), which are displayed in di↵erent colors. (d) Fitted dQ/dx associated with each piece (⇠6 mm) along the tra-
jectories. The blue, cyan, green, yellow, and red colors roughly correspond to 1/3, 1, 2, 3, and 4 times the dQ/dx of
a minimum ionizing particle (MIP). (e) Reconstructed particle flow starting from the primary neutrino interaction
vertex, which is displayed in a rainbow-colored wheel.

sponding light signals and providing the interaction time
for each charge cluster [32]. About 70% of the cosmic-ray
muon events that pass the software trigger are rejected
by requiring a charge cluster to have its start time co-
incide with the beam spill. These clusters are referred
to as in-beam clusters. Figure 4(b) shows an example
from data, where the in-beam ⌫e CC candidate cluster is
selected out of about 20 cosmic-ray muon clusters after
charge-light matching.

The majority of in-beam clusters still originate from
cosmic-ray muons after charge-light matching for Micro-
BooNE events. Additional algorithms were developed to
reject cosmic-ray backgrounds with 5-10% e�ciency loss
for neutrino interactions [75]. The e↵ective boundary of
the TPC active volume considering the space charge ef-
fect [37, 47] is used to define the fiducial volume in the
cosmic-ray rejection as well as the subsequent neutrino
selection. The fiducial boundary is defined as 3 cm inside
the e↵ective boundary, which leads to a fiducial volume
of 94.2% of the active TPC. The through-going muons,
which traverse the TPC active volume, are rejected if the
two ends of the track exit the fiducial boundary. The re-
jection of stopped muons, which enter the active volume
and stop inside, is based on the identification of an in-
crease of ionization charge loss per unit length (dQ/dx)
near the end of the track (i.e., Bragg peak). This is
obtained by a newly developed 3D track trajectory and
dQ/dx fitting procedure [46], which is also an important
ingredient in pattern recognition and particle identifica-
tion. Note that the external cosmic-ray-tagger [76] sys-
tem may provide additional rejection of cosmic-ray muon
events, but is not included in this work as the system
was not installed until late 2017. Using the above men-
tioned cosmic-ray rejection techniques including charge-
light matching, the cosmic-ray background is reduced sig-

nificantly resulting in less than 15% cosmic-ray contam-
ination in the selected neutrino candidate events while
the original neutrino to cosmic-ray muon ratio was about
1:200 for the events passing the software trigger. The ef-
ficiency loss for CC neutrino interactions is 10-20% for
di↵erent flavors of neutrinos up to this stage [46, 75].
Pattern recognition is vital for the identification of dif-

ferent flavors of neutrinos, e.g. ⌫e CC and ⌫µ CC, for a va-
riety of physics analyses. The details of Wire-Cell pattern
recognition can be found in Ref. [77] and highlights are
provided in the following. Wire-Cell pattern recognition
starts by finding initial end points of track segments by
searching for kinks and splits in the selected 3D in-beam
cluster. Track segments and their end points are then de-
termined by iterative multi-track trajectory and dQ/dx
fitting where linear algebra algorithms and graph theory
operations are utilized to achieve a robust performance.
Particle identification (PID) is performed based on the
dQ/dx, topology information (direction, track or shower,
etc.), and allowable particle flow relationships for each
track segment. Candidate primary neutrino interaction
vertices are concurrently identified as parts of the parti-
cle flow tree, which is a series of particles that starts from
the neutrino interaction vertex and loops over all identi-
fied particles following the particle flow relationship. A
deep neural network of SparseConvNet [78, 79] is used
to boost the performance of the neutrino vertex identifi-
cation by predicting the distance from each 3D voxel to
the neutrino vertex. It chooses from the neutrino ver-
tex candidates, which are identified based on the above
traditional algorithms, and determines the final recon-
structed neutrino interaction vertex. The particle flow
is then refined if needed. ⇡0 particles are reconstructed
relying on the opening angle and topological information
of the two decay �’s and other ⇡0 decay modes like Dalitz
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sponding light signals and providing the interaction time
for each charge cluster [32]. About 70% of the cosmic-ray
muon events that pass the software trigger are rejected
by requiring a charge cluster to have its start time co-
incide with the beam spill. These clusters are referred
to as in-beam clusters. Figure 4(b) shows an example
from data, where the in-beam ⌫e CC candidate cluster is
selected out of about 20 cosmic-ray muon clusters after
charge-light matching.

The majority of in-beam clusters still originate from
cosmic-ray muons after charge-light matching for Micro-
BooNE events. Additional algorithms were developed to
reject cosmic-ray backgrounds with 5-10% e�ciency loss
for neutrino interactions [75]. The e↵ective boundary of
the TPC active volume considering the space charge ef-
fect [37, 47] is used to define the fiducial volume in the
cosmic-ray rejection as well as the subsequent neutrino
selection. The fiducial boundary is defined as 3 cm inside
the e↵ective boundary, which leads to a fiducial volume
of 94.2% of the active TPC. The through-going muons,
which traverse the TPC active volume, are rejected if the
two ends of the track exit the fiducial boundary. The re-
jection of stopped muons, which enter the active volume
and stop inside, is based on the identification of an in-
crease of ionization charge loss per unit length (dQ/dx)
near the end of the track (i.e., Bragg peak). This is
obtained by a newly developed 3D track trajectory and
dQ/dx fitting procedure [46], which is also an important
ingredient in pattern recognition and particle identifica-
tion. Note that the external cosmic-ray-tagger [76] sys-
tem may provide additional rejection of cosmic-ray muon
events, but is not included in this work as the system
was not installed until late 2017. Using the above men-
tioned cosmic-ray rejection techniques including charge-
light matching, the cosmic-ray background is reduced sig-

nificantly resulting in less than 15% cosmic-ray contam-
ination in the selected neutrino candidate events while
the original neutrino to cosmic-ray muon ratio was about
1:200 for the events passing the software trigger. The ef-
ficiency loss for CC neutrino interactions is 10-20% for
di↵erent flavors of neutrinos up to this stage [46, 75].
Pattern recognition is vital for the identification of dif-

ferent flavors of neutrinos, e.g. ⌫e CC and ⌫µ CC, for a va-
riety of physics analyses. The details of Wire-Cell pattern
recognition can be found in Ref. [77] and highlights are
provided in the following. Wire-Cell pattern recognition
starts by finding initial end points of track segments by
searching for kinks and splits in the selected 3D in-beam
cluster. Track segments and their end points are then de-
termined by iterative multi-track trajectory and dQ/dx
fitting where linear algebra algorithms and graph theory
operations are utilized to achieve a robust performance.
Particle identification (PID) is performed based on the
dQ/dx, topology information (direction, track or shower,
etc.), and allowable particle flow relationships for each
track segment. Candidate primary neutrino interaction
vertices are concurrently identified as parts of the parti-
cle flow tree, which is a series of particles that starts from
the neutrino interaction vertex and loops over all identi-
fied particles following the particle flow relationship. A
deep neural network of SparseConvNet [78, 79] is used
to boost the performance of the neutrino vertex identifi-
cation by predicting the distance from each 3D voxel to
the neutrino vertex. It chooses from the neutrino ver-
tex candidates, which are identified based on the above
traditional algorithms, and determines the final recon-
structed neutrino interaction vertex. The particle flow
is then refined if needed. ⇡0 particles are reconstructed
relying on the opening angle and topological information
of the two decay �’s and other ⇡0 decay modes like Dalitz
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sponding light signals and providing the interaction time
for each charge cluster [32]. About 70% of the cosmic-ray
muon events that pass the software trigger are rejected
by requiring a charge cluster to have its start time co-
incide with the beam spill. These clusters are referred
to as in-beam clusters. Figure 4(b) shows an example
from data, where the in-beam ⌫e CC candidate cluster is
selected out of about 20 cosmic-ray muon clusters after
charge-light matching.

The majority of in-beam clusters still originate from
cosmic-ray muons after charge-light matching for Micro-
BooNE events. Additional algorithms were developed to
reject cosmic-ray backgrounds with 5-10% e�ciency loss
for neutrino interactions [75]. The e↵ective boundary of
the TPC active volume considering the space charge ef-
fect [37, 47] is used to define the fiducial volume in the
cosmic-ray rejection as well as the subsequent neutrino
selection. The fiducial boundary is defined as 3 cm inside
the e↵ective boundary, which leads to a fiducial volume
of 94.2% of the active TPC. The through-going muons,
which traverse the TPC active volume, are rejected if the
two ends of the track exit the fiducial boundary. The re-
jection of stopped muons, which enter the active volume
and stop inside, is based on the identification of an in-
crease of ionization charge loss per unit length (dQ/dx)
near the end of the track (i.e., Bragg peak). This is
obtained by a newly developed 3D track trajectory and
dQ/dx fitting procedure [46], which is also an important
ingredient in pattern recognition and particle identifica-
tion. Note that the external cosmic-ray-tagger [76] sys-
tem may provide additional rejection of cosmic-ray muon
events, but is not included in this work as the system
was not installed until late 2017. Using the above men-
tioned cosmic-ray rejection techniques including charge-
light matching, the cosmic-ray background is reduced sig-

nificantly resulting in less than 15% cosmic-ray contam-
ination in the selected neutrino candidate events while
the original neutrino to cosmic-ray muon ratio was about
1:200 for the events passing the software trigger. The ef-
ficiency loss for CC neutrino interactions is 10-20% for
di↵erent flavors of neutrinos up to this stage [46, 75].
Pattern recognition is vital for the identification of dif-

ferent flavors of neutrinos, e.g. ⌫e CC and ⌫µ CC, for a va-
riety of physics analyses. The details of Wire-Cell pattern
recognition can be found in Ref. [77] and highlights are
provided in the following. Wire-Cell pattern recognition
starts by finding initial end points of track segments by
searching for kinks and splits in the selected 3D in-beam
cluster. Track segments and their end points are then de-
termined by iterative multi-track trajectory and dQ/dx
fitting where linear algebra algorithms and graph theory
operations are utilized to achieve a robust performance.
Particle identification (PID) is performed based on the
dQ/dx, topology information (direction, track or shower,
etc.), and allowable particle flow relationships for each
track segment. Candidate primary neutrino interaction
vertices are concurrently identified as parts of the parti-
cle flow tree, which is a series of particles that starts from
the neutrino interaction vertex and loops over all identi-
fied particles following the particle flow relationship. A
deep neural network of SparseConvNet [78, 79] is used
to boost the performance of the neutrino vertex identifi-
cation by predicting the distance from each 3D voxel to
the neutrino vertex. It chooses from the neutrino ver-
tex candidates, which are identified based on the above
traditional algorithms, and determines the final recon-
structed neutrino interaction vertex. The particle flow
is then refined if needed. ⇡0 particles are reconstructed
relying on the opening angle and topological information
of the two decay �’s and other ⇡0 decay modes like Dalitz
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sponding light signals and providing the interaction time
for each charge cluster [32]. About 70% of the cosmic-ray
muon events that pass the software trigger are rejected
by requiring a charge cluster to have its start time co-
incide with the beam spill. These clusters are referred
to as in-beam clusters. Figure 4(b) shows an example
from data, where the in-beam ⌫e CC candidate cluster is
selected out of about 20 cosmic-ray muon clusters after
charge-light matching.

The majority of in-beam clusters still originate from
cosmic-ray muons after charge-light matching for Micro-
BooNE events. Additional algorithms were developed to
reject cosmic-ray backgrounds with 5-10% e�ciency loss
for neutrino interactions [75]. The e↵ective boundary of
the TPC active volume considering the space charge ef-
fect [37, 47] is used to define the fiducial volume in the
cosmic-ray rejection as well as the subsequent neutrino
selection. The fiducial boundary is defined as 3 cm inside
the e↵ective boundary, which leads to a fiducial volume
of 94.2% of the active TPC. The through-going muons,
which traverse the TPC active volume, are rejected if the
two ends of the track exit the fiducial boundary. The re-
jection of stopped muons, which enter the active volume
and stop inside, is based on the identification of an in-
crease of ionization charge loss per unit length (dQ/dx)
near the end of the track (i.e., Bragg peak). This is
obtained by a newly developed 3D track trajectory and
dQ/dx fitting procedure [46], which is also an important
ingredient in pattern recognition and particle identifica-
tion. Note that the external cosmic-ray-tagger [76] sys-
tem may provide additional rejection of cosmic-ray muon
events, but is not included in this work as the system
was not installed until late 2017. Using the above men-
tioned cosmic-ray rejection techniques including charge-
light matching, the cosmic-ray background is reduced sig-

nificantly resulting in less than 15% cosmic-ray contam-
ination in the selected neutrino candidate events while
the original neutrino to cosmic-ray muon ratio was about
1:200 for the events passing the software trigger. The ef-
ficiency loss for CC neutrino interactions is 10-20% for
di↵erent flavors of neutrinos up to this stage [46, 75].
Pattern recognition is vital for the identification of dif-

ferent flavors of neutrinos, e.g. ⌫e CC and ⌫µ CC, for a va-
riety of physics analyses. The details of Wire-Cell pattern
recognition can be found in Ref. [77] and highlights are
provided in the following. Wire-Cell pattern recognition
starts by finding initial end points of track segments by
searching for kinks and splits in the selected 3D in-beam
cluster. Track segments and their end points are then de-
termined by iterative multi-track trajectory and dQ/dx
fitting where linear algebra algorithms and graph theory
operations are utilized to achieve a robust performance.
Particle identification (PID) is performed based on the
dQ/dx, topology information (direction, track or shower,
etc.), and allowable particle flow relationships for each
track segment. Candidate primary neutrino interaction
vertices are concurrently identified as parts of the parti-
cle flow tree, which is a series of particles that starts from
the neutrino interaction vertex and loops over all identi-
fied particles following the particle flow relationship. A
deep neural network of SparseConvNet [78, 79] is used
to boost the performance of the neutrino vertex identifi-
cation by predicting the distance from each 3D voxel to
the neutrino vertex. It chooses from the neutrino ver-
tex candidates, which are identified based on the above
traditional algorithms, and determines the final recon-
structed neutrino interaction vertex. The particle flow
is then refined if needed. ⇡0 particles are reconstructed
relying on the opening angle and topological information
of the two decay �’s and other ⇡0 decay modes like Dalitz
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FIG. 5: Displays of the Wire-Cell pattern recognition results at di↵erent stages. (a) In-beam candidate neutrino
cluster selected by the generic neutrino selection. The color scale represents the reconstructed charge associated
with each space point, where blue and cyan are lower in charge and yellow and orange higher in charge. (b) Identi-
fied tracks and EM showers, which are displayed in blue and red, respectively. (c) Identified particles (or track seg-
ments), which are displayed in di↵erent colors. (d) Fitted dQ/dx associated with each piece (⇠6 mm) along the tra-
jectories. The blue, cyan, green, yellow, and red colors roughly correspond to 1/3, 1, 2, 3, and 4 times the dQ/dx of
a minimum ionizing particle (MIP). (e) Reconstructed particle flow starting from the primary neutrino interaction
vertex, which is displayed in a rainbow-colored wheel.

sponding light signals and providing the interaction time
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light matching, the cosmic-ray background is reduced sig-

nificantly resulting in less than 15% cosmic-ray contam-
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ferent flavors of neutrinos, e.g. ⌫e CC and ⌫µ CC, for a va-
riety of physics analyses. The details of Wire-Cell pattern
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provided in the following. Wire-Cell pattern recognition
starts by finding initial end points of track segments by
searching for kinks and splits in the selected 3D in-beam
cluster. Track segments and their end points are then de-
termined by iterative multi-track trajectory and dQ/dx
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operations are utilized to achieve a robust performance.
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dQ/dx, topology information (direction, track or shower,
etc.), and allowable particle flow relationships for each
track segment. Candidate primary neutrino interaction
vertices are concurrently identified as parts of the parti-
cle flow tree, which is a series of particles that starts from
the neutrino interaction vertex and loops over all identi-
fied particles following the particle flow relationship. A
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to boost the performance of the neutrino vertex identifi-
cation by predicting the distance from each 3D voxel to
the neutrino vertex. It chooses from the neutrino ver-
tex candidates, which are identified based on the above
traditional algorithms, and determines the final recon-
structed neutrino interaction vertex. The particle flow
is then refined if needed. ⇡0 particles are reconstructed
relying on the opening angle and topological information
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FIG. 30: Event distributions of FC ⌫µ CC 0pX⇡, PC ⌫µ CC 0pX⇡, FC ⌫µ CC NpX⇡, and PC ⌫µ CC NpX⇡ sam-
ples in figures (a)-(d), respectively. The breakdown of each component for di↵erent final states for both signal and
background events is shown in the legend (see definitions in Sec. IVA). The bottom sub-panels present the data-
prediction ratios as well as the statistical and systematic uncertainties. The pink band includes the MC statistical,
cross section, and flux uncertainties. The purple band corresponds to the full uncertainty with an addition of detec-
tor systematic uncertainty. No constraint is applied.
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(a) (b)

FIG. 4: A ⌫e CC interaction candidate from MicroBooNE data. The X axis is the drift electric field direction from
the TPC anode to the cathode. The Y axis is vertical up, and the Z axis is along the neutrino beam direction.
Panel (a) shows three 2D projections of reconstructed 3D clusters in the full TPC readout window before charge-
light matching. Each cluster is shown in a di↵erent color. The gray box represents the TPC active volume while
the two ends along the X axis correspond to the trigger time and the maximum drift time relative to the trigger.
Panel (b) shows the 2D projections of the ⌫e CC candidate cluster after applying the charge-light matching. The
red (green) circles represent the observed (predicted) number of photoelectrons (PEs) at each PMT, where the area
of the circle is proportional to the number of PEs. The e↵ective detector boundary as a result of the space charge
e↵ect is indicated by the red dashed lines in the corner of the TPC active volume as shown in the “Y-X view” and
“X-Z view”.

response is further convolved with the time distribution
of these photons to generate the digitized waveform.

Compared to early MicroBooNE analyses [58–61], the
simulation used in this eLEE search adopts a scheme
of overlaying the simulated neutrino interactions with
dedicated beam-o↵ data. These data are taken without
the neutrino beam and are triggered by a random signal
to mimic the neutrino beam gate. The simulated TPC
and PMT waveforms from neutrino interactions are over-
laid with the data waveform of a beam-o↵ event. Such
simulation is also referred to as overlay MC simulation.
This scheme eliminates the systematic uncertainties in
the simulation of excessive electronics noise and cosmic-
ray muon activity. This scheme limits the statistics of the
overlay MC sample because of the finite size of available
beam-o↵ data sample to be overlaid.

E. Event Reconstruction

An end-to-end automated event reconstruction chain
containing various fundamental reconstruction tech-
niques was developed and implemented in this analy-
sis. TPC signal processing, which mitigates the ex-
cess noise [54] and deconvolves the detector response
from the drift electric field and the electronics read-
out [36, 69], provides the reconstructed ionization charge
distributions for each wire to the subsequent calorimetry
and topology reconstruction algorithms. A tomographic
three-dimensional (3D) image reconstruction algorithm,

Wire-Cell [31], is used as the core algorithm of the re-
construction chain. Wire-Cell uses reconstructed ion-
ization charge at di↵erent times and readout wire 1D
positions to reconstruct the 3D images of ionization elec-
trons without topology heuristic assumptions (e.g. tracks
from muons/pions/hadrons or EM showers from elec-
trons/photons) prior to the pattern recognition stage.
Other algorithms such as clustering and de-ghosting [32]
are implemented to further improve the quality of the 3D
images particularly addressing the challenge that gaps
occur in the 2D view of the charge signals because of the
ine�ciency of TPC signal processing or non-functional
wires. The space points (representing the 3D voxels with
non-zero reconstructed charge) of the reconstructed 3D
image are grouped into clusters, each of which represents
individual physical activity in the TPC from a cosmic-ray
muon or a neutrino interaction. Figure 4(a) shows each
2D projection view of an event’s 3D image after imaging
and clustering.
As previously discussed, the TPC ionization charge

signal data, which provide the topology and calorime-
try information, are collected separately from the PMT
scintillation light signals, which provide the timing in-
formation, because of the longer drift time of ionization
electrons relative to the light propagation. This results
in a challenge, especially for surface-operating LArTPCs
such as MicroBooNE, in identifying neutrino interactions
from numerous cosmic-ray muon interactions [70–74]. A
many-to-many charge-light matching algorithm was de-
veloped to overcome this challenge by finding the corre-
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(h) ⌫e CC candidates, PC

FIG. 6: Reconstructed neutrino energy vs. true neutrino energy [(a)-(d)] and reconstructed neutrino energy resolu-
tion and its bias [(e)-(h)] for FC and PC ⌫µ CC and FC and PC ⌫e CC candidates. The black points in the energy
resolution plots represent the peak positions for each bin indicating the typical bias, and the error bars represent
68.3% quantiles from each bin’s peak position.

lection, the e�ciencies7 for ⌫µ CC and ⌫e CC events are
approximately 80% and 90% with signal-to-background
ratios of about 2:1 and 1:250, respectively.

For the search of the low-energy excess in the ⌫e CC
channel, the event selections are designed to be as gen-
eral as possible (i.e., inclusive ⌫e CC), so that more free-
dom in examining exclusive channels would be available
at later stages of the analysis if an excess was to be ob-
served. Since the ⌫µ CC events are used to constrain the
systematic uncertainties in neutrino flux, neutrino-argon
interaction cross section, and detector e↵ects, an inclu-
sive ⌫µ CC selection is also adopted.

A. Charged-Current ⌫e Selection

The development of ⌫e CC selection involves two
stages. The first stage is the categorization of non-
⌫e CC backgrounds, which is informed by hand scans of
a small amount of background events. Then, variables
with signal-background discrimination capability which

7 In this article, the selection e�ciency is defined as the number
of selected events relative to the true neutrino interactions with
vertices inside the fiducial volume.

represent the characteristic features of each type of back-
ground in the first stage are used as input into boosted
decision trees (BDTs) trained on large MC simulation
samples. Events used in BDT training are removed in
making predictions.
The basic selection of inclusive ⌫e CC events requires

an EM shower with a reconstructed energy higher than
60 MeV connected to the primary neutrino vertex. The
energy threshold is applied in order to exclude Michel
electrons. When there are multiple reconstructed EM
showers connected to the same neutrino vertex, the EM
shower with the highest energy is taken as the primary
electron candidate for further examinations.
The backgrounds are categorized into five major types.

The first type focuses on primary electron identification,
including the examination of the dQ/dx profile at the first
few centimeters of the shower (i.e. shower stem) and the
identification of a gap between the shower and the neu-
trino vertex. This gap occurs in photon showers due to
the photon conversion length of approximately 18 cm in
liquid argon. The second type of background focuses
on interactions with multiple EM showers in the final
state, most likely from ⇡0 production. The third type
focuses on muon-related misidentification as electrons.
The fourth type focuses on more general background re-
jection using kinematic information, e.g. comparison of
lepton kinematics between an electron candidate and its

Pattern recognition: arxiv:2110.13961 
Cosmic tag: PRApp. 15, 064071 (2021) 
Selection: JINST 16, P06043 (2021) 
WireCell reco: JINST 13, P05032 (2018)
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FIG. 2. Reconstructed neutrino energy for pionless ⌫e candidate events in the Pandora-based analysis: 1eNp0⇡ (left) and
1e0p0⇡ (right). The unconstrained number of predicted events is shown broken down by true interaction topology. The
constrained predictions using ⌫µ data are shown both with (red) and without (black) a model of the MiniBooNE low energy
excess included (further detail in text). Systematic uncertainties on the constrained prediction are shown as a shaded band.

ics, for eventual event building, classification (e.g. ⌫e CC,
⌫µ CC, ⇡0, cosmic), and neutrino energy reconstruction.
The strengths of this approach are its high e�ciency and
high purity. After all selections, the predicted e�ciency
for selecting inclusive ⌫e CC (⌫µ CC) events is 46% (68%)
with a purity of 82% (92%) for 0 < E⌫ < 2500 MeV. For
fully contained events, the predicted calorimetric-based
E⌫ resolution is 10–15% (15–20%) for ⌫e CC (⌫µ CC)
events with ⇠7% (10%) bias. In addition to the ⌫µ CC
data samples, which include both fully and partially con-
tained events in the detector, CC and NC interactions
with a reconstructed ⇡0 serve as additional constraints
for reducing systematic uncertainties and therefore max-
imizing sensitivity. A high statistics sample of ⌫e events
from the NuMI beam also serves to validate the analysis.
The constraints reduce the fractional uncertainty on the
predicted number of fully-contained ⌫e CC events with
reconstructed E⌫ < 600 MeV by a factor of 3.5 relative
to the unconstrained prediction. After constraints, the
largest systematic uncertainties for fully-contained ⌫e CC
events are associated with limited Monte Carlo statistics
associated with this rare event search, detector e↵ects
(mainly recombination and wire response), and neutrino
cross section modeling [61]. Compared to all systematic
uncertainties, however, the statistical uncertainty on the
data remains dominant.

Fig. 3 shows the results of this inclusive ⌫e search. The
post-constraint ⌫e CC inclusive analysis finds a mod-
est deficit compared to the prediction: 56 (338) data
events in E⌫ < 600 MeV (0 < E⌫ < 2500 MeV) with
69.6 ± 8.0 (stat.) ± 5.0 (syst.) (384.9 ± 19.2 (stat.) ±
15.9 (syst.)) events expected. Good agreement is found
between the data and the expectation from the BNB,
with �2

Pearson/ndf = 17.9/25 and a corresponding p-
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FIG. 3. Reconstructed neutrino energy for inclusive ⌫e
candidate events in the Wire-Cell based analysis. The pre-
dicted event sample is dominated by ⌫e events intrinsic to
the beam (green) while the other background contributions
are described in the legend. The constrained predictions
are shown both with (red) and without (black) a model of
the MiniBooNE low energy excess included (further detail in
text). Systematic uncertainties on the constrained prediction
are shown as a shaded band.

value of 0.848, across all energies. Notably, agreement
between the data and expectation is also apparent when
the Wire-Cell inclusive event sample is studied in terms of
its exclusive components, 1e0pX⇡ and 1eNpX⇡ (X � 0),
where these subsamples are further described in Ref. [57].
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follow the CNP formalism [64]), with most events (89%)
predicted to arise from CCQE and non-CCQE ⌫e interac-
tions intrinsic to the beam. In the final selection, a total
of 25 data candidates are observed in this range. The
�2
CNP test statistic calculated between predicted and ob-

served distributions is found to be 25.3 for the analysis in
ten E⌫ bins (where 6.9 units of �2

CNP result from a single
bin at 850 MeV), leading to a p-value of 0.014. Below
500 MeV, the �2

CNP contribution is 7.9 for three E⌫ bins,
with data in two of the three bins falling slightly below
predicted values.

FIG. 1. Reconstructed neutrino energy for 1e1p CCQE candi-
date events in the deep-learning-based analysis. Backgrounds
include contributions from cosmics and ⌫µ interactions. The
⌫e prediction constrained using ⌫µ data is shown without
(solid histogram) and with (blue dotted) a model of the Mini-
BooNE low energy excess included (further detail in text).
Systematic uncertainties on the constrained prediction are
shown as a hatched band.

PIONLESS ⌫e SCATTERING (1eNp0⇡, 1e0p0⇡)

A higher statistics search for pionless ⌫e interactions
that includes any number of protons in the final state uses
the Pandora event reconstruction package [22], which has
been exercised over the years to produce a wide vari-
ety of MicroBooNE physics measurements [2–7, 10, 11].
The Pandora pattern recognition software, which recon-
structs and classifies LArTPC events, is combined with
specialized tools that further remove cosmic-ray back-
ground events as well as identify the di↵erent particles
produced in a neutrino interaction [69] and reconstruct
their energies [6]. This search focuses on two exclusive
channels with one electron and no pions in the final state:
one with at least one visible proton (1eNp0⇡, N � 1)
and one with no visible protons (1e0p0⇡). A strength of
this selection is that the two topologies combined exactly
replicate the electron-like signal event signature in Mini-

BooNE. This selection on fully contained events span-
ning neutrino energies from 10 to 2390 MeV provides
an e�ciency of 15% (9%) with a purity of 80% (43%)
for 1eNp0⇡ (1e0p0⇡) events. The typical energy resolu-
tion is 2% for protons, 3% for muons, and approximately
12% for electrons, resulting in a predicted E⌫ resolution
of 15% with ⇠ 5% bias. To constrain neutrino flux and
cross section uncertainties on the predicted intrinsic ⌫e
event rate, this analysis uses a high-statistics, 77% pure
⌫µ CC inclusive event sample [56] and makes use of the
cosmic-ray tagger detector system in MicroBooNE [54]
to further reduce cosmic backgrounds. This constraint
reduces the systematic uncertainties in the ⌫e selections
by a factor of 1.7 and the result remains dominated by
statistical uncertainties. This analysis is also validated
using MicroBooNE data from the NuMI beam [70] that
provides a large number of ⌫e-argon interactions at a sim-
ilar energy range as the BNB.
The results of the Pandora-based pionless ⌫e anal-

ysis are shown in Fig. 2. For the 1eNp0⇡ channel,
64 ⌫e data events are observed compared to 86.8 ±
8.8 (stat)± 11.5 (syst) events expected (statistical errors
follow the CNP formalism), in a reconstructed E⌫ range
between 10 and 2390 MeV. For the 1e0p0⇡ channel,
34 ⌫e data events are observed compared to 30.2 ±
5.6 (stat)± 4.3 (syst) events expected over that same en-
ergy range. The data are consistent with the prediction:
in the region 150 MeV  E⌫  1550 MeV where the final
statistical tests are performed, the �2

CNP/ndf (and asso-
ciated p-values) relative to the nominal prediction are
14.9/10 (0.194), 16.7.9/10 (0.116), and 31.56/20 (0.097)
for the 1eNp0⇡ channel, 1e0p0⇡ channel, and both com-
bined, respectively. As with the 1e1p CCQE search re-
sults, the data for the 1eNp0⇡ channel fall slightly below
prediction. For the 1e0p0⇡ channel, the observed event
count below 500 MeV is above prediction, albeit in a re-
gion with lower predicted ⌫e purity.

INCLUSIVE ⌫e SCATTERING (1eX)

The highest statistics ⌫e analysis in MicroBooNE
searches inclusively for all possible hadronic final states
such as the type of analyses that will be performed in
the future wide-band Deep Underground Neutrino Ex-
periment (DUNE) which will have larger contributions
from additional inelastic scattering processes at higher
energies. This analysis uses the Wire-Cell reconstruction
paradigm [71] which forms three-dimensional images of
particle-induced electron ionization tracks and showers
via 1D wire position tomography. The 3D images are
then processed by clustering algorithms and matched to
light signals for cosmic rejection [13, 14, 72], before a
deep neural network [73] is used to determine the neu-
trino candidate vertex. Finally, the events are character-
ized in terms of energy deposit, topology, and kinemat-
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FIG. 2. Reconstructed neutrino energy for pionless ⌫e candidate events in the Pandora-based analysis: 1eNp0⇡ (left) and
1e0p0⇡ (right). The unconstrained number of predicted events is shown broken down by true interaction topology. The
constrained predictions using ⌫µ data are shown both with (red) and without (black) a model of the MiniBooNE low energy
excess included (further detail in text). Systematic uncertainties on the constrained prediction are shown as a shaded band.

ics, for eventual event building, classification (e.g. ⌫e CC,
⌫µ CC, ⇡0, cosmic), and neutrino energy reconstruction.
The strengths of this approach are its high e�ciency and
high purity. After all selections, the predicted e�ciency
for selecting inclusive ⌫e CC (⌫µ CC) events is 46% (68%)
with a purity of 82% (92%) for 0 < E⌫ < 2500 MeV. For
fully contained events, the predicted calorimetric-based
E⌫ resolution is 10–15% (15–20%) for ⌫e CC (⌫µ CC)
events with ⇠7% (10%) bias. In addition to the ⌫µ CC
data samples, which include both fully and partially con-
tained events in the detector, CC and NC interactions
with a reconstructed ⇡0 serve as additional constraints
for reducing systematic uncertainties and therefore max-
imizing sensitivity. A high statistics sample of ⌫e events
from the NuMI beam also serves to validate the analysis.
The constraints reduce the fractional uncertainty on the
predicted number of fully-contained ⌫e CC events with
reconstructed E⌫ < 600 MeV by a factor of 3.5 relative
to the unconstrained prediction. After constraints, the
largest systematic uncertainties for fully-contained ⌫e CC
events are associated with limited Monte Carlo statistics
associated with this rare event search, detector e↵ects
(mainly recombination and wire response), and neutrino
cross section modeling [61]. Compared to all systematic
uncertainties, however, the statistical uncertainty on the
data remains dominant.

Fig. 3 shows the results of this inclusive ⌫e search. The
post-constraint ⌫e CC inclusive analysis finds a mod-
est deficit compared to the prediction: 56 (338) data
events in E⌫ < 600 MeV (0 < E⌫ < 2500 MeV) with
69.6 ± 8.0 (stat.) ± 5.0 (syst.) (384.9 ± 19.2 (stat.) ±
15.9 (syst.)) events expected. Good agreement is found
between the data and the expectation from the BNB,
with �2

Pearson/ndf = 17.9/25 and a corresponding p-
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value of 0.848, across all energies. Notably, agreement
between the data and expectation is also apparent when
the Wire-Cell inclusive event sample is studied in terms of
its exclusive components, 1e0pX⇡ and 1eNpX⇡ (X � 0),
where these subsamples are further described in Ref. [57].
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follow the CNP formalism [64]), with most events (89%)
predicted to arise from CCQE and non-CCQE ⌫e interac-
tions intrinsic to the beam. In the final selection, a total
of 25 data candidates are observed in this range. The
�2
CNP test statistic calculated between predicted and ob-

served distributions is found to be 25.3 for the analysis in
ten E⌫ bins (where 6.9 units of �2

CNP result from a single
bin at 850 MeV), leading to a p-value of 0.014. Below
500 MeV, the �2

CNP contribution is 7.9 for three E⌫ bins,
with data in two of the three bins falling slightly below
predicted values.

FIG. 1. Reconstructed neutrino energy for 1e1p CCQE candi-
date events in the deep-learning-based analysis. Backgrounds
include contributions from cosmics and ⌫µ interactions. The
⌫e prediction constrained using ⌫µ data is shown without
(solid histogram) and with (blue dotted) a model of the Mini-
BooNE low energy excess included (further detail in text).
Systematic uncertainties on the constrained prediction are
shown as a hatched band.

PIONLESS ⌫e SCATTERING (1eNp0⇡, 1e0p0⇡)

A higher statistics search for pionless ⌫e interactions
that includes any number of protons in the final state uses
the Pandora event reconstruction package [22], which has
been exercised over the years to produce a wide vari-
ety of MicroBooNE physics measurements [2–7, 10, 11].
The Pandora pattern recognition software, which recon-
structs and classifies LArTPC events, is combined with
specialized tools that further remove cosmic-ray back-
ground events as well as identify the di↵erent particles
produced in a neutrino interaction [69] and reconstruct
their energies [6]. This search focuses on two exclusive
channels with one electron and no pions in the final state:
one with at least one visible proton (1eNp0⇡, N � 1)
and one with no visible protons (1e0p0⇡). A strength of
this selection is that the two topologies combined exactly
replicate the electron-like signal event signature in Mini-

BooNE. This selection on fully contained events span-
ning neutrino energies from 10 to 2390 MeV provides
an e�ciency of 15% (9%) with a purity of 80% (43%)
for 1eNp0⇡ (1e0p0⇡) events. The typical energy resolu-
tion is 2% for protons, 3% for muons, and approximately
12% for electrons, resulting in a predicted E⌫ resolution
of 15% with ⇠ 5% bias. To constrain neutrino flux and
cross section uncertainties on the predicted intrinsic ⌫e
event rate, this analysis uses a high-statistics, 77% pure
⌫µ CC inclusive event sample [56] and makes use of the
cosmic-ray tagger detector system in MicroBooNE [54]
to further reduce cosmic backgrounds. This constraint
reduces the systematic uncertainties in the ⌫e selections
by a factor of 1.7 and the result remains dominated by
statistical uncertainties. This analysis is also validated
using MicroBooNE data from the NuMI beam [70] that
provides a large number of ⌫e-argon interactions at a sim-
ilar energy range as the BNB.
The results of the Pandora-based pionless ⌫e anal-

ysis are shown in Fig. 2. For the 1eNp0⇡ channel,
64 ⌫e data events are observed compared to 86.8 ±
8.8 (stat)± 11.5 (syst) events expected (statistical errors
follow the CNP formalism), in a reconstructed E⌫ range
between 10 and 2390 MeV. For the 1e0p0⇡ channel,
34 ⌫e data events are observed compared to 30.2 ±
5.6 (stat)± 4.3 (syst) events expected over that same en-
ergy range. The data are consistent with the prediction:
in the region 150 MeV  E⌫  1550 MeV where the final
statistical tests are performed, the �2

CNP/ndf (and asso-
ciated p-values) relative to the nominal prediction are
14.9/10 (0.194), 16.7.9/10 (0.116), and 31.56/20 (0.097)
for the 1eNp0⇡ channel, 1e0p0⇡ channel, and both com-
bined, respectively. As with the 1e1p CCQE search re-
sults, the data for the 1eNp0⇡ channel fall slightly below
prediction. For the 1e0p0⇡ channel, the observed event
count below 500 MeV is above prediction, albeit in a re-
gion with lower predicted ⌫e purity.

INCLUSIVE ⌫e SCATTERING (1eX)

The highest statistics ⌫e analysis in MicroBooNE
searches inclusively for all possible hadronic final states
such as the type of analyses that will be performed in
the future wide-band Deep Underground Neutrino Ex-
periment (DUNE) which will have larger contributions
from additional inelastic scattering processes at higher
energies. This analysis uses the Wire-Cell reconstruction
paradigm [71] which forms three-dimensional images of
particle-induced electron ionization tracks and showers
via 1D wire position tomography. The 3D images are
then processed by clustering algorithms and matched to
light signals for cosmic rejection [13, 14, 72], before a
deep neural network [73] is used to determine the neu-
trino candidate vertex. Finally, the events are character-
ized in terms of energy deposit, topology, and kinemat-
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FIG. 4. Ratio of observed to predicted ⌫e candidate events –
assuming no eLEE – in each analysis’s signal-enhanced neu-
trino energy range (see Tab. II, left). Statistical errors are
shown on the observations (black), while systematic errors
are shown around the prediction (gray). The expected ra-
tio assuming the MiniBooNE-like eLEE signal model with its
median signal strength is also shown (red).

Second, each analysis performs a nested hypothesis
test where the eLEE signal strength x is varied, with
a lower bound constraint at x = 0. Each analysis inde-
pendently finds a best-fit signal strength, xmin, by min-
imizing �2

CNP. Following this, a test statistic defined as
��2(x) = �2

CNP(x) � �2
CNP(xmin) can be constructed

for varying hypothetical signal strengths. A Feldman-
Cousins method [76] is used to construct confidence inter-
vals around the best-fit signal strength, which are shown
in Table II (right) and Fig. 5. Consistent with the ob-
served deficit of events at low reconstructed energies, the
1e1p CCQE, 1eNp0⇡, and 1eX selections each find a best
fit signal strength of x = 0, corresponding to the absence
of an observed event excess, with 2� upper bounds at
x < 0.38, < 1.06, and < 0.51, respectively. The expected
2� upper bounds for these selections, assuming no sig-
nal, are shown in Table II. The best-fit signal strength
for the 1e0p0⇡ selection is x = 4.0, but with a wide con-
fidence interval due to the low sensitivity of this channel.
The best-fit signal strength for the 1eNp0⇡ and 1e0p0⇡
channels combined is x = 0.36, with x < 1.86 at the
2� confidence level (and an expected upper bound where
there is no signal at x < 1.37), with more details in [56].

FIG. 5. Result of best-fit eLEE signal strength (x) in each
analysis (black), along with the 1 and 2� confidence inter-
vals (solid and dashed lines, respectively). The expected 2�
upper bound for each analysis, assuming no eLEE signal, is
also shown (red). Signal strength values approximated from
the MiniBooNE statistical and systematic errors (at 1�) are
shown for comparison (blue). Note that the vertical scale is
presented as linear from x = 0 to x = 2, while in logarithmic
scale beyond that.

CONCLUSIONS

The MicroBooNE experiment has performed a set of
inclusive and exclusive searches for ⌫e CC events using
7 ⇥ 1020 POT of Fermilab BNB neutrino-mode data,
about half of the collected dataset, with each analysis
considering a hypothesis for the nature of the MiniBooNE
low-energy excess. This work and Ref. [52] represent
the first detailed study of this excess, noting that fu-
ture MicroBooNE and SBN [77] measurements will con-
tinue to scrutinize the MiniBooNE results. The inde-
pendent MicroBooNE search approaches have been led
by distinct groups with each using a di↵erent fully auto-
mated event reconstruction software and common data-
blindness scheme. All results reported here are un-
changed since data unblinding.

A↵orded by the capabilities of the LArTPC technol-
ogy to image various leptonic and hadronic final states,
the searches all feature excellent signal identification and
background rejection. In addition, the analyses use data-
driven ⌫e estimates constrained by high-statistics sam-
ples of ⇡0 and ⌫µ CC events. The expected event rate
is dominated by intrinsic ⌫e CC events originating from
the beamline, rather than background events involving
photons. Despite the near-surface location, cosmic rays
represent a sub-dominant and usually negligible contri-
bution to the backgrounds.

No excess of low-energy ⌫e candidates is observed,
and the mutually compatible, statistics-limited measure-
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1�1p 1�0p

Unconstr. bkgd. 27.0 ± 8.1 165.4 ± 31.7

Constr. bkgd. 20.5 ± 3.6 145.1 ± 13.8

NC � ! N� 4.88 6.55

LEE (xMB = 3.18) 15.5 20.1

Data 16 153

TABLE IV. Number of predicted background, predicted sig-

nal, and observed data events for the 1�1p and 1�0p samples,

with background systematic uncertainties.

an expected constrained background of 20.5 ± 3.6(sys.)
events were observed in the 1�1p event sample, and 153
data events with an expected constrained background of
145.1±13.8(sys.) events were observed in the 1�0p event
sample. The reconstructed shower energy distributions
of selected 1�1p and 1�0p events are shown in Fig. 2.
Overall, a systematic deficit of data relative to the uncon-
strained MC prediction is observed, which is within sys-
tematic and statistical uncertainties, and consistent with
a similar deficit in the 2� event samples. The expected
signal and background predictions are summarized in Ta-
ble IV and Fig. 3, and compared to the observed data,
both before and after applying the 2� conditional con-
straint. The 2� constraint reduces the total background
prediction, consistently with the data to MC simulation
ratio observed in the 2� event samples.

The best-fit value for x� obtained from the fit is 0,
with a �2

bf of 5.53 for 15 degrees of freedom (dof). This
measurement is in agreement with the nominal NC � !
N� rate (corresponding to Be↵(� ! N�) = 0.6% and
x� = 1) within 1� (67.8% CL) with a �2 of 6.47 for 16
dof . The Feldman-Cousins calculated confidence limit
leads to a one-sided bound on the normalization of NC
� ! N� events of x� < 2.3 (90% CL), corresponding to
Be↵(� ! N�) < 1.38% (90% CL). This is summarized
in Fig. 4.

This result represents the most stringent limit on
neutrino-induced NC � ! N� on any nuclear tar-
get [6, 7], and a significant improvement over previous
searches, in particular in the neutrino energy range be-
low 1 GeV. Under a two-hypothesis test, the data rules
out the interpretation of the MiniBooNE anomalous ex-
cess [27] as a factor of 3.18 enhancement to the rate of
� ! N�, in favor of the nominal prediction at 94.8% CL
(1.9�). While this is a model-dependent test of the Mini-
BooNE LEE, and does not apply universally to all other
photon-like interpretations, it provides an important con-
straint on this process and a first direct test of the Mini-
BooNE LEE, and opens the door to further searches that
focus on a broader range of models. Those include co-
herent single-photon production [5], of which anomalous
contributions could give rise to additional events, as well
as more exotic beyond-SM processes that manifest as
single-photon events, such as co-linear e+e� pairs from
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FIG. 3. The observed event rates for the (a) 1�1p and (b)

1�0p event samples, and comparisons to unconstrained (left)

and constrained (right) background and LEE model predic-

tions. The event rates are the sum of all events with recon-

structed shower energy between 0-600 MeV and 100-700 MeV

for (a) and (b), respectively. The one-bin background only

conditionally constrained �2
is 0.63 and 0.18 for 1�1p and

1�0p respectively.

Z 0 [28, 29] or scalar [30] decays, among others. Follow-up
MicroBooNE analyses will explicitly target these alter-
native hypotheses, as well as model-independent single-
photon searches.

This document was prepared by the MicroBooNE col-
laboration using the resources of the Fermi National Ac-
celerator Laboratory (Fermilab), a U.S. Department of
Energy, O�ce of Science, HEP User Facility. Fermilab is
managed by Fermi Research Alliance, LLC (FRA), act-
ing under Contract No. DE-AC02-07CH11359. Micro-
BooNE is supported by the following: the U.S. Depart-
ment of Energy, O�ce of Science, O�ces of High En-
ergy Physics and Nuclear Physics; the U.S. National Sci-
ence Foundation; the Swiss National Science Foundation;
the Science and Technology Facilities Council (STFC),
part of the United Kingdom Research and Innovation;
the Royal Society (United Kingdom); and The European
Union’s Horizon 2020 Marie Sk lodowska-Curie Actions.
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photon-like interpretations, it provides an important con-
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Z 0 [28, 29] or scalar [30] decays, among others. Follow-up
MicroBooNE analyses will explicitly target these alter-
native hypotheses, as well as model-independent single-
photon searches.

This document was prepared by the MicroBooNE col-
laboration using the resources of the Fermi National Ac-
celerator Laboratory (Fermilab), a U.S. Department of
Energy, O�ce of Science, HEP User Facility. Fermilab is
managed by Fermi Research Alliance, LLC (FRA), act-
ing under Contract No. DE-AC02-07CH11359. Micro-
BooNE is supported by the following: the U.S. Depart-
ment of Energy, O�ce of Science, O�ces of High En-
ergy Physics and Nuclear Physics; the U.S. National Sci-
ence Foundation; the Swiss National Science Foundation;
the Science and Technology Facilities Council (STFC),
part of the United Kingdom Research and Innovation;
the Royal Society (United Kingdom); and The European
Union’s Horizon 2020 Marie Sk lodowska-Curie Actions.

Single Photon like γLEE νe Electron-like eLEE

Rates in agreement with (or below) prediction → disfavor these hypotheses 
at 95% (γLEE) and >97% confidence (eLEE CCQE, CC0π(0+N)p, CCInc)

arxiv:2110.14054, submitted to PRL
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

MiniBooNE 
PRL 121, 221801 (2018)
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

MiniBooNE 
PRL 121, 221801 (2018)
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landscape!
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Included in 
these searches:

Now under 
development:



3−10 2−10 1−10 1

eµθ22sin

1−10

1

10

)2
 (e

V
412

m
Δ

LSND 90%

LSND 99%

(1) allowedσGlobal 3+1, 3

(2) allowedσ App, 3eν / eν

(1) S. Gariazzo et al., arXiv:1703.00860 [hep-ph]
(2) M. Dentler et al., arXiv:1803.10661 [hep-ph]

  appearanceeν → µν

Beyond the Excess
Probing the Sterile Neutrino Anomalies

37

3

TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

⌫ < 1250 MeV neutrino energy range from all
of the backgrounds in the ⌫e and ⌫̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
⌫µ & ⌫̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC ⇡0 501.5 ± 65.4 112.3 ± 11.5
NC � ! N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other ⌫µ & ⌫̄µ 89.6 ± 22.9 22.3 ± 3.5

⌫e & ⌫̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
⌫e & ⌫̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
⌫e & ⌫̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other ⌫e & ⌫̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8± 85.2 398.7± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) ⌫µ ! ⌫e 463.1 100.0

energy range for the total 12.84⇥ 1020 POT data. Each
bin of reconstructed EQE

⌫ corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the ⌫e CCQE event selection requirements
with 200 < EQE

⌫ < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e↵ect. Note that the 162.0 event excess in the
first 6.46 ⇥ 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 ⇥ 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

⌫ < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

⌫ in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
⌫ distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
⌫ distributions,

corresponding to the total 12.84 ⇥ 1020 POT data, for ⌫e
CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

⌫ in both neutrino mode and antineutrino mode, cor-
responding to 12.84 ⇥ 1020 POT and 11.27 ⇥ 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2✓ = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

MiniBooNE 
PRL 121, 221801 (2018)

From understanding the 
origin of the MiniBooNE 
Low-Energy Excess...

...to comprehensively 
addressing the still-allowed 

parameter space for eV-scale 
sterile neutrino oscillations

???

!!!



The Short-Baseline Neutrino Program

Neutrinos

Linear Accelerator

Booster

Target

Booster Neutrino Beam 
(8 GeV protons)

A Definitive Test of Short-Baseline Oscillations

MiniBooNE

• Three LArTPCs in the Fermilab Booster Neutrino Beam 
• 5σ test of LSND-allowed oscillations using three baselines 
• Simultaneous "# disappearance and "e appearance searches 
• Vast BNB event statistics in SBND, 110 m from the target 
• Larger NuMI event statistics in ICARUS 
• Precision neutrino cross sections, detector R&D → DUNE!
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Summary
Key Takeaways

1. No excesses found in NC Δ→Nγ or νe 
• Studied leading hypotheses for one of the most 

significant anomalies in neutrino physics 
• Multiple complementary search channels 

2. A rich landscape remains to be studied 
• The MiniBooNE anomaly remains! 
• Higher statistics in MicroBooNE (∼2×) 
• Broader range of signatures now underway 

3. Exciting future at the SBN & beyond 
• Dramatically expanded reach with SBN 
• Future LArTPC analysis at DUNE 
• MicroBooNE's extensive analysis, reco, & 

systematics work supports these program
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FIG. 23: Top: pixel intensity; Bottom: SparseSSNet labels; Left to right: U, V, Y, planes. The white circle
indicates the reconstructed vertex.

FIG. 24: Top: pixel intensity; Bottom: SparseSSNet labels; Left to right: U, V, Y, planes. The white circle
indicates the reconstructed vertex.
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Questions?
Thank You!

CCQE-Like eLEE: arxiv:2110.14080 (→PRD) 
CC0π eLEE: arxiv:2110.14065 (→PRD) 
CCInc eLEE: arxiv:2110.13978 (→PRD) 
All eLEE: arxiv:2110.14054 (→PRL) 
NC Δ→Nγ γLEE: arxiv:2110.00409 (→PRL)





Evolving Theory Landscape

– [14] de Gouvêa, Peres, Prakash, Stenico JHEP 07 (2020) 141
• New resonance matter effects

– [5] Asaadi, Church, Guenette, Jones, Szelc, PRD 97, 075021 (2018)
• Mixed O(1eV) sterile oscillations and O(100 MeV) sterile decay

– [7] Vergani, Kamp, Diaz, Arguelles, Conrad, Shaevitz, Uchida, arXiv:2105.06470
• Decay of heavy sterile neutrinos produced in beam

– [4] Gninenko, Phys.Rev.D83:015015,2011
– [12] Alvarez-Ruso, Saul-Sala, Phys. Rev. D 101, 075045 (2020)
– [15] Magill, Plestid, Pospelov, Tsai Phys. Rev. D 98, 115015 (2018)
– [11] Fischer, Hernandez-Cabezudo, Schwetz, PRD 101, 075045 (2020)

• Decay of upscattered heavy sterile neutrinos or new scalars mediated by Z’ or 
more complex higgs sectors

– [1] Bertuzzo, Jana, Machado, Zukanovich Funchal, PRL 121, 241801 (2018)
– [2] Abdullahi, Hostert, Pascoli, Phys.Lett.B 820 (2021) 136531
– [3] Ballett, Pascoli, Ross-Lonergan, PRD 99, 071701 (2019)
– [10] Dutta, Ghosh, Li, PRD 102, 055017 (2020)
– [6] Abdallah, Gandhi, Roy, Phys. Rev. D 104, 055028 (2021)

• Decay of axion-like particles
– [8] Chang, Chen, Ho, Tseng, Phys. Rev. D 104, 015030 (2021)

• A model-independent approach to any new particle
– [9] Brdar, Fischer, Smirnov, PRD 103, 075008 (2021)

Produces  
e+e- pairs

Produces 
true photons

Produces 
true electrons

• Many of these models predict more 
complex final states (e+e-) and/or 
differing levels of hadronic activity

→ The hadronic state is becoming 
increasingly more important as a 
model discriminator

• We are fortunate that LArTPCs are 
sensitive to these possibilities

PRL 121, 241801 (2018)

Motivated by attempts to explain the new MiniBooNE results as well as other experimental data; eg., νe
appearance but no νμ disappearance (Caution: not an exhaustive list!)

• Decay of O(keV) Sterile Neutrinos to active neutrinos
– [13] Dentler, Esteban, Kopp, Machado Phys. Rev. D 101, 115013 (2020)
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